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Abstract
We introduce knowledge-aware transfer learning with a

text-to-text transfer transformer (KAT5) by leveraging a
text-to-text transfer transformer (T5) in the Wikipedia do-
main. In standard transfer learning like T5, a model is first
pre-trained on an unsupervised data task with a language
model objective before fine-tuning it on a downstream
task. In this work, we align large-scale alignments be-
tween Wikipedia abstract and Wikidata triples to facilitate
our pre-training KAT5 model. Experiment result shows
that KAT5 can match or outperform several downstream
tasks, including question answering, entity and relation
extraction, summarization and machine translation.

1 Introduction
In this work, to better capture the awareness of knowl-

edge in language modeling pre-training, we present a
knowledge-aware text-to-text transfer transformer that
packs more information into the T5 model [1], which we
call KAT5. During transfer learning a model is first pre-
trained on a large-scale unsupervised data task and the most
successful approaches have been variants of masked lan-
guage models (MLMs), which are denoising autoencoders
that are trained to reconstruct text by masking out a random
subset of the input sequence.

Integrating knowledge like entity or coreference infor-
mation during transfer learning in NLP is not a common
fashion as it needs to label a large-scale dataset. Such
large-scale label dataset is not available, therefore, it is
common to pre-train the entire model using data-rich unsu-
pervised learning on unlabeled data. Our baseline model,
T5 investigates different objective tasks, including masked

language model (MLM), random span, and deshuffling,
where the model is limited to exploring integrating knowl-
edge during pre-training. Here, we push the limits of this
model by grafting knowledge like entity and co-reference
information by mapping Wikipedia and Wikidata during
pre-training. We perform large-scale alignments between
Wikipedia abstract and Wikidata triples to facilitate our
pre-training KAT5 model and further research on inte-
grating knowledge into large-scale pre-training. We show
that initialization with knowledge-aware pre-training is ef-
fective for various downstream tasks. We fine-tune and
evaluate the KAT5 model in joint entity-relation extrac-
tion and generation tasks‒ question answering, abstractive
summarization, and machine translation. We compare its
performance with several recent state-of-the-art models.

The KAT5 implementation is based on Huggingface
transformers. This work is a short version of our previously
published KAT5 [2] model, where the question-answering
task on two datasets are additionally evaluated.

2 Model Architecture
We consider the text-to-text transfer transformer – T5 [1]

as a baseline encoder-decoder architecture close to the orig-
inal architecture of transformer [3].
2.1 KAT5: Knowledge-Aware Text-To-

Text Transfer Transformer
As an unsupervised objective during pre-training, a

model needs an objective function that does not require
labels but teaches the model generalizable knowledge and
will be useful to transfer that knowledge into downstream
tasks. Apart from casual language modeling objective for
pre-training, recently denoising a.k.a. masked language
modeling (MLM) shows better performance and become
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Input Text: Alain Connes ([ alɛ  ̃kɔn ]; born 1 April 1947 )
is a French mathematician , currently Professor at the
Collège de France , IHÉS , The Ohio State University and
Vanderbilt University . He was an Invited Professor at the
Conservatoire national des arts et métiers ( 2000 ).,

Sentinel_Mask: <extra_id_0> ([ alɛ  ̃kɔn ]; born <extra_id_1>
) is a <extra_id_2> <extra_id_3> , currently Professor at the
Collège de France , IHÉS , <extra_id_4> and <extra_id_5> .
<extra_id_6>  was an Invited Professor at the Conservatoire
national des arts et métiers ( <extra_id_7> ).,

KAT5: Knowledge-Aware Text-To-Text Transfer Transformer

Target: <extra_id_0> Alain Connes <extra_id_1> 1 April 1947
<extra_id_2> French <extra_id_3> mathematician <extra_id_4>
The Ohio State University <extra_id_5> Vanderbilt University
<extra_id_6> He <extra_id_7> 2000

Figure1 Pre-training tasks of KAT5

a standard unsupervised learning objective in many nat-
ural language processing (NLP) tasks. In the MLM ob-
jective, the model is trained to predict missing or cor-
rupted tokens by adding <MASK>  in the input sequence.
Inspired by BERT’s MLM objective, T5 follows a ran-
dom span masking objective to corrupt 15% of tokens
in the input sequence where all consecutive spans of
dropped-out tokens are replaced by a single sentinel to-
ken, a.k.a. unique mask tokens. We adopt the T5 mask-
ing strategies and design an objective that randomly sam-
ples and then drops out 15% of entity and coreference
related spans in the input sequence using 100 sentinel to-
kens. Each sentinel token represents a unique mask token
starting as <extra_id_0>, <extra_id_1>, …
, <extra_id_99>  for a given input sequence.

Fig. 1 shows a knowledge-aware task of KAT5. In this
figure, the bold text in the input sequence represents en-
tities where the pronoun He indicates the coreference of
Alain connes . During sentinel masking in KAT5,
unique mask tokens are used to corrupt the input text by
replacing the entity and coreference spans. Finally, the
output sequence consists of the dropped-out entity and
coreference spans, delimited by the sentinel tokens used
to replace them in the input.

2.2 Pre-training Data Creation

Another key contribution of this paper is to automati-
cally create data for pre-training the KAT5 model. The
pre-training data set is a crucial component of the transfer
learning pipeline. During pre-training, the model needs

a large amount of data that teaches the model generaliz-
able knowledge. The T5 model used the Colossal Clean
Crawled Corpus (C4) dataset for pre-training by down-
loading about 750 GB of text extracted from the Web. In
contrast, our KAT5 model is based on integrating knowl-
edge like entity and co-reference information during pre-
training. One possible way is to create such a knowledge-
aware pre-training dataset by aligning Wikipedia abstract
and Wikipedia hyperlinks with Wikidata entities. We
aligned the Wikipedia abstract and Wikidata entities to
pre-train the KAT5 model to shed light on this challenging
task. We create the knowledge-aware pre-training dataset
by adopting the T-REx implementation 1）. In this imple-
mentation, we integrate entity or mention type predictors
using the spaCy 2）model to predict all the span types of
Wikipedia links. For space limitation, we refer the readers
to [2] for more details of pre-training data creation.

3 Experimental Settings

3.1 Datasets

Several datasets for different downstream tasks, includ-
ing SQuAD 1.1 [4] and SQuAD 2.0 [4] datasets for ques-
tion answering, CoNLL04 [5], ADE [6], and NYT [7]
datasets for joint entity-relation extraction tasks, XSum [8]
and CNN/DailyMail (CNNDM) datasets for summuriza-
tion tasks, and the WMT shared-task datasets from Hug-
ging Face 3）,4）are used to evaluate our KAT5 model. We
refer to Appendix A for more details about the datasets.

3.2 KAT5 Pre-training and Fine-tuning

To pre-train the KAT5 model, we initialize the model
with the T5-base checkpoint 5）and continue pre-training
using the knowledge-aware span denoising objective of T5
on the training split of our dataset that was explained in
Section 2.2. During KAT5 fine-tuning on downstream
datasets, Like T5 [1], we treat every text processing prob-
lem as a test-to-text problem, i.e. giving text as input to
the KAT5 model and producing new text as output. We
consider two learning settings - (1) Single-task learning:

1） https://github.com/hadyelsahar/
RE-NLG-Dataset

2） https://spacy.io
3） https://huggingface.co/datasets/wmt14
4） https://huggingface.co/datasets/wmt16
5） https://huggingface.co/google-t5/t5-base
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Table1 Performance comparison on the SQuAD 1.1 and
SQuAD 2.0 datasets.

Model
SQuAD 1.1 SQuAD 2.0
EM F1 EM F1

BNA [4] 68.0 77.3 59.8 62.6
DocQA [4] 71.1 81.0 61.9 64.8
DocQA + ELMo [4] 78.6 85.8 65.1 67.6
T5 [1] 80.8 - - -
KAT5 81.5 88.4 78.0 81.5

a single model on a single dataset is learned initializing
from KAT5 checkpoint. (2) Multi-task learning: Since
the model is based on our direct baseline T5 model, there-
fore, our KAT5 model naturally allows us to train a single
model on multiple datasets that can cover many structured
prediction tasks. Learning parameters for pre-training and
fine-tuning are discussed in Appendix B.

4 Results
We show that our Knowledge-aware T5 (KAT5) can ef-

fectively solve the structure prediction tasks that match or
exceed the previous state of the art on multiple datasets.
To evaluate our model, we adopt TANL [9] evaluation
script for joint entity-relation extraction tasks and Hug-
ging Face Transformers evaluation script for question-
answering, summarization and translation tasks.

4.1 Question Answering

Table 1 shows the question answering performance com-
parison of KAT5 model over the SQuAD 1.1 and SquAD
2.0 datasets. KAT5 outprforms our direct baseline T5
model and shows a significant improvements over the other
models in this table.

4.2 Joint Entity-Relation Extraction

We tackle the joint entity-relation as a generation task
where the model output of KAT5 is a triplet that is present
in the input text. With the single-task setup in Table 2,
the KAT5 outperforms over the TANL which is our di-
rect baseline since TANL framework is initialized with
T5 and used the same model parameters. We obtain a
+0.6/+1.7/+0.2 and -0.6/+1.0/+0.1 improvement using F1
score in the CONLL4/ADE/NYT datasets for entity and
relation extraction tasks respectively. TANL, needs 200
epochs to achieve the stated results in Table 2 where we

fine-tune on top of KAT5 for 10 epochs. In contrast to our
baseline approaches, KAT5 shows a better performance
over the SpERT [10], but shows a little drop in comparison
to the Rebel [11] which is a task specific model.

4.3 Summarization

Table 3 shows the abstractive performance comparison
of KAT5 over the XSum dataset. Both the single- and
multi-task settings, the KAT5 outperforms the baseline
T5 model. The model also outperforms BART and the
recent non-autoregressive BERT-NAR-BERT model. Ta-
ble 4 shows the performance comparison of KAT5 over the
CNNDM dataset. The model shows an improvement over
the baseline model but shows a little drop in comparison
to the BART model.

4.4 Machine Translation

Results of machine translation (MT) experiments are
summarized in Table 5. The KAT5 model outperforms the
baseline T5 that obtains a +0.36/+3.01 improvement using
BLEU score in the EN-DE/EN-RO WMT datasets respec-
tively. In comparison to the non-autoregressive bench-
mark, the KAT5 model outperforms all formats of the
BERT-NAR-BERT models.

5 Discussion
We present Knowledge-aware T5 (KAT5), a novel, sim-

ple, and easy-to-implement S2S model by leveraging T5
checkpoint during pre-training. We demonstrate strong
performances of joint entity-relation extraction in three
datasets (ADE, CONLL04, and NYT), XSum and CN-
NDM in summarization tasks, and English (EN) → Ger-
man (DE) and English→Romanian (RO) in machine trans-
lation. KAT5 is a budget training approach since it needs 10
epochs that can achieve similar or somewhat better perfor-
mance over the each CONLL04, NYT, and ADE datasets
where TANL set 200 epochs to achieve the reported score
in Table 2 for all the entity-relation extraction datasets.

6 Related Work
T5 [1] - the basic idea underlying this work is to treat ev-

ery text processing problem as a“text-to-text” problem,
i.e. taking text as input and producing new text as out-
put. The model achieves state-of-the-art results on many
benchmarks covering summarization, question answering,
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Table2 Performance comparison on the CONLL04, ADE, and NYT datasets. Bold and underlined denotes the best and second-best
results within KAT5 and Baseline Models.

Model Params
CONLL04 ADE NYT

Entity Relation Entity Relation Entity Relation

SpERT [10] 110M 88.9 71.5 89.3 78.8 - -
REBEL_pretraining [11] 460M - 75.4 - 82.2 - 92.0
- Baseline Model - 

TANL + Single-task [9] 220M 89.4 71.4 90.2 80.6 94.9 90.8
KAT5 + Single-task 220M 90.0 69.8 91.9 81.6 95.1 90.9

Table3 Performance comparison on the XSum dataset.
R-1/2/L stands for ROUGE-1/2/L.

Model
XSum

R-1 R-2 R-L

Transformer [3] 30.7 10.8 24.5
ELMER-Soft [12] 38.3 14.2 29.9
BART [13] 38.8 16.2 30.6
BERT2BERT [14] 37.5 15.2 30.1
BnB + additional pre-training [15] 36.1 13.4 30.0
- Baseline Model - 

T5 + fine-tuning + Single-task 39.7 16.5 31.9
KAT5 + Single-task 39.9 16.7 32.1
KAT5 + Multi-task 40.2 17.0 32.2

Table4 Performance comparison on the CNN/DailyMail (CN-
NDM) dataset. Bold and underlined scores denote the best and
second-best results within KAT5 and Baseline Models.

Model
CNNDM

R-1 R-2 R-L

BERTSUMABS [16] 41.72 19.39 38.76
BERTSUMEXTABS [16] 42.13 19.60 39.18
ROBERTASHARE [14] 40.31 18.91 37.62
BART [13] 44.16 21.28 40.90
- Baseline Model - 

T5 [1] - 19.24 -
KAT5 + Single-task 43.51 20.64 40.66
KAT5 + Multi-task 43.44 20.28 40.56

text classification, and more. We adopt this approach as
our direct baseline by grafting knowledge like entity and
coreference information during pre-training.

TANL [9] - a framework to solve several structure pre-
dictions in a unified way, with a common architecture and
without the need for task-specific modules. This is our
baseline approach for joint entity and relation extraction
tasks as the model initializes from the T5-base model like
our approach during pre-training.

Table5 Machine translation experiment results in BLEU
scores.

Model EN - DE EN - RO

Transformer [3] 27.30 21.53
BERT2BERT + mBERT [14] 25.80 23.24
BnB + mBERT + distilled [15] 27.49 18.94
- Baseline Model - 

T5 [1] 27.65 26.98
KAT5 28.01 29.99

REBEL [11] - a sequence-to-sequence (S2S) model
based on BART-large that performs end-to-end relation
extraction for more than 200 different relation types and
show that how relation extraction can be simplified by ex-
pressing triplets as a sequence of text.

BART-NAR-BERT (BnB) [15] ‒ a pre-trained non-
autoregressive S2S model, which employs BERT as the
backbone for the encoder and decoder for natural language
understanding and generation tasks. The model outper-
formed several SOTA models in non-autoregressive bench-
mark and has shown comparable performance in autore-
gressive models. Since the model follows a S2S manner,
we also compare our model over the generative tasks.

7 Conclusion
This paper introduces an efficient Knowledge-aware

T5 (KAT5) S2S method with encoders and decoders
that integrates entities and their coreferences as knowl-
edge during pre-training. To introduce such knowledge-
aware approach, we perform large-scale alignments be-
tween Wikipedia abstract and Wikidata triples to facilitate
our pre-training KAT5 model by leveraging T5 model. Ex-
periment results show that the proposed model outperforms
baselines in most of the downstream tasks. In the future,
we plan to extend our KAT5 model into a larger parameter
model with more knowledge-aware data.
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A Dataset Details

A.1 Question Answering Dataset

SQuAD 1.1 The Stanford Question Answering
Dataset (SQuAD 1.1) [4] is a large reading comprehen-
sion dataset on Wikipedia articles.

SQuAD 2.0 The SQuAD 2.0 [4] is a new dataset that
combines answerable questions from the previous version
of SQuAD (SQuAD 1.1) with 53,775 new, unanswerable
questions about the same paragraphs.
A.2 Joint Entity-Relation Extraction

Dataset
CONLL04 The CoNLL04 [5] dataset consists of

sentences extracted from news articles - with four
entity types location , organization , person ,
and other , and five relation types (work for ,
kill, organization based in , live in , and
located in . We use the 922/231/288 sentences in the
train/validation/test set based on the split by Gupta [17].

ADE The ADE [6] dataset consists of 4,272 sen-
tences extracted from medical reports– with two drug and
disease  entity types and a single relation type effect .
This dataset has sentences with nested entities. We follow
the same settings as TANL [18], conduct a 10-fold cross-
validation, and report the average macro-F1 results across
all ten splits.

NYT The NYT dataset [7] is based on the New York
Times corpus, where we use the preprocessed version of
Yu [19]. It consists of three entity types location ,
organization , person  and 24 relation types (such as
place of birth, nationality, company, etc.). It consists of
56,195/5000/5000 sentences in the training/validation/test
set.

A.3 Summarization Dataset

XSum [8] Abstractive text summarization aims to
produce a short version of a document while preserving
its salient information content. We evaluate the models
based on the BBC extreme [8] (XSum) dataset. This is
a news summarization dataset containing 227K news ar-
ticles and single-sentence summary pairs. We load the
XSum datasets from Huggingface 6）The evaluation met-

6） https://huggingface.co/datasets/
EdinburghNLP/xsum

ric is ROUGE [20], including ROUGE-1 (R-1), ROUGE-2
(R-2), and ROUGE-L (R-L). We adopted the Google Re-
search re-implementation of ROUGE7）.

CNNDM The CNN/DailyMail (CNNDM) dataset is
an English-language dataset containing just over 300k
unique news articles as written by journalists at CNN and
the Daily Mail. We load the CNNDM datasets from Hug-
ging Face datasets 8） that supports both extractive and
abstractive summarization.

A.4 Machine Translation Dataset

We evaluate our models using two popular benchmark
data sets from the WMT shared tasks on news translation -
English (EN) → German (DE) data from WMT 2014 and
English→Romanian (RO) data from WMT 2016. We load
the WMT datasets from Hugging Face datasets9）,10）and
use them directly to train the models without filtering. We
evaluate the performance by computing BLEU.

B Learning Parameters

We use a learning rate of 0.001, a linear warm-up of 5k
steps, a gradient accumulation of 2 steps, and a maximum
sequence length of 512 tokens. The KAT5 model is trained
on 1.3B tokens, where we employ a batch size of 65,536
tokens with a maximum step of 200K steps. The original
T5 model was trained on 34B tokens over the C4 corpus,
which was 26 times larger than our additional pre-training
dataset. The KAT5 model is optimized end-to-end using
an Adafactor optimizer with a corrupted knowledge-aware
span ratio of 15%.

We fine-tune on top of KAT5 for a maximum of 10
epochs in all our downstream tasks. In the multi-task
settings of summarization tasks, we add the dataset name
followed by the task separator is used (for example,“xsum
summarize :” for XSum dataset and“summarize :” for
CNNDM dataset) as a prefix to each input sentence.

7） https://github.com/google-research/
google-research/tree/master/rouge

8） https://huggingface.co/datasets/cnn_
dailymail

9） https://huggingface.co/datasets/wmt14
10） https://huggingface.co/datasets/wmt16
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