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Abstract
Socratic questioning (SQ) is an effective strategy for fos-

tering critical thinking. One of the key requirements for us-
ing SQs in educational settings is maintaining transparency
and logical alignment with the content. For generating
pedagogically appropriate SQs, we explore a logic-based
template approach by first leveraging argumentative com-
ponents. We conduct an annotation on top of argument-
SQ pairs and achieve moderate inter-annotator agreement
(Cohen’s Kappa: 0.49) and 84% for annotating SQ compo-
nents. We analyze areas of disagreement, offering insights
for curating a template set. This work lays a foundation
for advancing template-based Natural Language Question
Generation methods and improving model transparency.

1 Introduction
Socratic questioning is a structured method of inquiry

used to explore complex ideas, uncover truths, analyze
concepts, and reveal assumptions [1]. Unlike regular ques-
tioning, it considers key principles, theories, and problems
in a systematic way[2, 3] .

SQ is a tool for fostering critical thinking and addressing
cognitive biases, but its adoption is limited by the difficulty
instructors face in manually crafting context-specific ques-
tions for each scenario [1, 2]. This hinders scalability and
effectiveness in educational settings. To address this, we
explore a template-based approach that automates SQ gen-
eration by leveraging argumentative components to clarify
the connections between questions and content.

Recent advances in Natural Language Understanding
have focused on automating SQ generation as an answer-

unaware task to foster critical thinking and self-reflection
[4]. Studies leveraging advanced language models such
as GPT-2, T5, and ProphetNet [5, 6, 7] have introduced
datasets and models for SQ generation. While these ap-
proaches enable tasks like cognitive reframing [8], they
often produce repetitive or irrelevant outputs, leading to
confusion and reducing their effectiveness [9, 10]. More-
over, end-to-end models lack transparency, as their black-
box mechanisms fail to clarify how generated questions
align with content [11, 12, 13].

To address this, we aim to incorporate argumentation
theory to enhance transparency, inspired by Walton’s ar-
gumentation schemes [14]. Compared to Walton’s crit-
ical questions, which effectively evaluate an argument’s
logical consistency and evidence, SQ offers distinct ad-
vantages by fostering deeper exploration of ideas and a
richer understanding of their conceptual foundations [2].
Additionally, recent work in in NLU has demonstrated
the effectiveness of templates in capturing reasoning pat-
terns. Logical templates and slot-filling techniques have
been applied successfully to identify valid reasoning [15],
detect fallacies [16], and model counter-argument logic
[17]. These approaches highlight the value of templates
in providing structured and interpretable representations of
complex logical structures, offering a robust framework for
deeper reasoning and analysis.

Building on existing work, we explore a logic-based
template and slot-filling approach to enhance the trans-
parency and explainability of SQ generation. Our method
explicitly links content to generated questions, capturing
the logical structure of arguments and their inferences to
produce more transparent and meaningful outputs. This
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Schools should fully embrace policies that affirm gender diversity to
create a safe and inclusive environment for all students.

What might happen if schools only adopt policies that align with one 
perspective on gender?
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Figure 1: Overview of SQ predicates designed to probe
biases or flaws in understanding. The figure illustrates the
logical connections between arguments and questions us-
ing templates and slot-filling techniques. Slot fillers X, Y,
and Z represent key elements, while predicates explicate
the logical relationships among them. The figure specif-
ically demonstrates the ”Probing Implication and Conse-
quences” SQ type, which aims to probe the impacts or
implications of a thought.

approach addresses the limitations of end-to-end models
while providing a systematic framework to help learners
develop critical thinking skills.

To guide our research, we pose the following question:
To what extent can we create a repository of predicates that
capture the structural patterns of SQ to benefit interpretable
question generation tasks? To address this, we build upon
the dataset introduced in [6] by developing argumentative
components that encapsulate the structural logic of SQ.
Our framework reformulates the task as a combination of
template selection and slot filling, explicitly representing
the logical connections between arguments and questions.
Figure 1 illustrates our proposed approach, supported by
predicate annotations at both argument and question levels.
We report an inter-annotator agreement (Cohen’s Kappa
score) of 0.49 and a predicate coverage of 84% across 50
instances from the SoQG test set. Additionally, we analyze
disagreements and distribution patterns, highlighting the
potential for explainable template formulation. This work
lays the foundation for future large-scale annotations aimed
at further enhancing transparency in SQ generation models.

2 Towards Formulating Templates

2.1 Design Principles for Predicates

Explaining Underlying Connections and Question
Intentions by Coverage We aim to formulate tem-
plates by first developing predicate-level representations,
which serve as the foundation for template construction.
To address the opacity of end-to-end models, our primary
goal is to explicitly establish the relationship between ar-
guments and the questions generated. These predicates
are designed to be interpretable by humans, thereby facil-
itating an understanding of model behavior. We evaluate
the interpretability of our approach through the predicates’
coverage score, as assessed by human judgment.

Ease of Annotation We design straightforward and
intuitive predicates, enabling annotators to apply them
consistently while achieving an adequate Inter-Annotator
Agreement (IAA) score, measured using Cohen’s Kappa,
consistent with [17, 18].

Alignment with Socratic Objectives The predi-
cates are carefully designed to align with the core ob-
jectives of SQ. They are intended to promote thoughtful
exploration, foster critical analysis, and encourage deeper
understanding, thereby reinforcing the pedagogical goals
of Socratic dialogue.

2.2 Socratic Predicate Inventory

We create the predicate inventory using the
”M Turk Test set” from Ang et al., preprocessing it with
a 300-character limit and filtering out irrelevant questions
to ensure contextual relevance [8, 6]. The predicates ex-
plicitly represent logical relationships between questions
and content, improving interpretability and transparency.
Our focus includes five types of SQ: (1) Alternative View-
point, (2) Probing Assumption, (3) Probing Implication
and Consequences, (4) Probing Reason and Evidence, and
(5) Clarification.

We formulate the task of SQ predicate instantiation as
follows: Given an original argument 𝐴 and a Socratic ques-
tion 𝑆𝑄, we first identify a relation 𝑅 in 𝐴, composed of
slot-fillers 𝑆1 and 𝑆2, where one of the slot-fillers is related
to an important keyword 𝑍 in 𝑆𝑄. Figure 2 illustrates an ex-
ample of the inventory, where predicates are derived from
the Argument from Consequences and the Argument from
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C1: PRO(X: Y)

C2: SUP(X: Y)

C3: ANA(X: Y)

Argument
P1: PRO(Z, X)

Question

P2: PRO(Z, Y)

P3: PRO(X, Z:GOOD)

P4: PRO(X, Z:BAD)

P5: PRO(Y, Z:GOOD)

P6: PRO(Y, Z:BAD)

S1: SUP(Z, X)

S2: SUP(Z, Y)

S3: SUP(X, Z:GOOD)

S4: SUP(X, Z:BAD)

S5: SUP(Y, Z:GOOD)

S6: SUP(Y, Z:BAD)

E1: Subset_of X

E2: Subset_of Y

E3: Z PRO (C)

E4: ANA: (X PRO Y`)

E5: ANA: (Z, X or Y)

OTHEROTHER

Figure 2: Inventory of Proposed Predicates: The argument level consists of four predicates, while the question level
includes 16 predicates. Annotators select one predicate from each level when annotating the SoQG dataset. The argument
level is represented by the acronym C, and the question level is categorized into three groups: P for Promote, S for
Suppress, and E for Extra. The Extra group includes specific categories such as Subset and ANA (Analogical), providing
detailed distinctions for comprehensive annotation.

Analogy [14], as well as counter-argument templates [17].
The content and question predicates are represented by four
types of relations: PROMOTE, SUPPRESS, ANALO-
GOUS, and OTHER. This results in four types of initial
argument predicates and sixteen question predicates.

Two variables, X and Y, are used to represent the slot
fillers in the initial argument. For the sixteen question
predicates, we introduce Z, inspired by [17], to represent
an additional slot filler that captures the question logic in
connection to the argument. Additionally, in the question
predicates, we include sentiment labels such as GOOD
and BAD to make the predicates more comprehensive by
reflecting sentiment nuances.

2.3 Annotation Guideline

To construct annotation guidelines, one annotator first
independently created logic predicates for arguments and
SQs. Inspired by [17], the ”Alternative Viewpoint” type
was focused on first, aligning it with existing counter-
argument templates. A second annotator reviewed and
discussed results to evaluate agreement and refine insights.
Expanding to other SQ types, disagreements were resolved
and multiple annotations were conducted to establish the
gold standard.

3 Pilot Annotation Study
In this section, we conduct a trial annotation study to

evaluate the feasibility of our proposed predicates on top
of an existing dataset of SQs. We assess our predicates in
terms of coverage and Inter-Annotator Agreement(IAA)

on a test set from the SoQG dataset. Finally, we present
the results and analysis to gain insights from the annotation
study.

3.1 Annotating the development set

For our annotation study, we utilize an existing dataset of
SQ provided by Ang et al. [6] referred to as SoGQ dataset.
SoGQ dataset consists of 110 instances, each comprising an
argument and a Socratic question extracted from Reddit’s
Change My View subreddit1）, along with annotations for
the Socratic question type.

After establishing annotation guidelines, we sampled 50
instances (10 per SQ type) from the SoGQ dataset, filtering
irrelevant questions. Using the test set as the development
set, two annotators evaluated the templates for coverage
and ease of annotation.

3.2 Results and Analysis

Table 3 shows the distribution of argument-level predi-
cate annotations between both annotators. Both labeled
25 instances with the PROMOTE relation and agreed
on 12 instances for SUPPRESS, making these the most
frequent predicates.The ANALOGOUS relation showed
lower agreement, reflecting the rarity of analogy-based ar-
guments. The OTHERS relation, appearing in 9 instances,
highlights the need to consider additional components.

We report coverage and inter-annotator agreement (IAA)
using Cohen’s Kappa [19] on 50 instances annotated by
two annotators. Table 1 shows significant agreement, with

1） https://www.reddit.com/r/changemyview/
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Table 1: Coverage results show the instances where the
proposed predicates can be instantiated by both annotators
out of the 50 instances.

Annotator Annotated Instance Coverage

Annotator 1 42 0.84
Annotator 2 39 0.78

coverage scores of 84% and 78%, demonstrating the ro-
bustness of the predicates for the SoQG dataset. Instances
not covered by the three predicates are labeled as ”Other.”
Therefore, a significant challenge in SQ predicate annota-
tion arises from the complexity of arguments, where multi-
ple logical connections may exist within a single argument.
This often leads to ambiguity, as arguments can be mapped
to multiple patterns during annotation.

Additionally, Table 2 presents the IAA measured us-
ing Cohen’s Kappa for 50 instances. Based on [19], we
obtained a moderate agreement score, with an average of
0.4917 for the combined argument and question predicates.
To further evaluate the performance, we conducted an ab-
lation test at the predicate level by removing sentiment
from the predicates to assess its impact. This resulted in
a slight increase in the average score to 0.5017, indicating
that sentiment has a relatively minor effect on predicate an-
notations. Furthermore, we observed that some question-
level predicates could be combined, such as merging S1
and S2 into S1 and S3, S4, S5, S6 into S4 (similarly for
P). After combining these semantically similar predicates,
the score significantly increased to 0.5604, highlighting the
effectiveness of reducing redundancy in the predicate set.

3.3 Discussion

Disagreement Discussion Upon investigating the
sources of annotator disagreement, we identified three pri-
mary types of errors contributing to the discrepancies:
swapped slot fillers, absence of sentiment in the content,
and lack of content with no suitable predicate available.
For instance, swapped slot fillers occur when an annotator
assigns the same slot fillers for X and Y but inadvertently
swaps them. This results in differences when selecting
predicates for content and questions, leading to inconsis-
tent relationships in the predicates.

Implicit Elements and Question Intentions
Through the logical predicates, annotators observed in-
stances with implicit elements during the annotation pro-

Table 2: Table showing the IAA with Cohen’s Kappa
scores. We present the raw scores, scores after removing
sentiment from the predicates, and scores after combining
semantically similar predicates.

Category General w/o sentiment w/o
sentiment +

combined
predicates

Arguments 0.5486 0.5486 0.5486
Questions 0.4348 0.4549 0.5723

Average (All) 0.4917 0.5017 0.5604

cess, where the question attempts to probe underlying ar-
guments made by the argument author, as illustrated in Fig-
ure 1. Some SQ explanations stem from the SQ author’s
beliefs or assumptions (e.g., perceiving a discrepancy be-
tween their interpretation and the Content). In other cases,
the SQ author aims to explore the implicit logic embed-
ded within the original argument provided by the Content
author.

Potential Templates After annotating the predicates
and calculating the IAA, we identified patterns across
argument-level and question-level predicates, forming a ba-
sis for constructing SoQG templates that explicate logical
connections between arguments and SQ. Tables 4, 5, and
6 present the distribution of annotated question-level pred-
icates relative to argument-level predicates. The analysis
shows that the PROMOTE relation frequently associates
with P2: PRO(Z, Y) and E5: ANA(Z, X or Y), while the
SUPPRESS relation aligns with P2: PRO(Z, Y) and S2:
SUP(Z, Y). The ANALOGOUS relation primarily links to
E5: ANA(Z, X or Y), capturing analogies or shared char-
acteristics. These findings highlight the potential to refine
templates for SQ generation, ensuring a clear and logi-
cal connection between argument-level and question-level
predicates.

4 Conclusion
Towards formalizing SQs for explainable generation, we

explored template techniques to clarify logical connections
between arguments and questions. A pilot annotation of 50
argument-SQ pairs achieved moderate IAA (0.50 Cohen’s
Kappa) with significant coverage. Our analysis identified
useful components, which will guide future template cura-
tion and large-scale annotation.
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A Appendix

A.1 Potential Templates Distribution

Table 3: The distribution of annotated content level predi-
cates among two annotators.

Argument Annotator 1 Annotator 2

C1: PRO(X: Y) 25 25
C2: SUP(X: Y) 12 17
C3: ANA(X: Y) 4 3
OTHER 9 5

Table 4: Frequency distribution of question predicates as-
sociated with content predicate C1: PRO(X,Y)

Question Annotator 1 Annotator 2

P1: PRO(Z, X) 0 3
P2: PRO(Z, Y) 7 3
P3: PRO(X, Z:GOOD) 0 0
P4: PRO(X, Z:BAD) 2 0
P5: PRO(Y, Z:GOOD) 1 1
P6: PRO(Y, Z:BAD) 1 2
S1: SUP(Z, X) 1 2
S2: SUP(Z, Y) 1 2
S3: SUP(X, Z:GOOD) 1 1
S4: SUP(X, Z:BAD) 0 0
S5: SUP(Y, Z:GOOD) 1 1
S6: SUP(Y, Z:BAD) 0 0
E1: Subset of X 1 2
E2: Subset of Y 0 0
E3: Z PRO (C) 3 1
E4: ANA: (X PRO Y‘) 0 0
E5: ANA: (Z, X or Y) 4 5
OTHER 2 3

Table 5: Frequency distribution of question predicates as-
sociated with content predicate C2: SUP(X,Y)

Question Annotator
1

Annotator
2

P1: PRO(Z, X) 0 1
P2: PRO(Z, Y) 2 2
P3: PRO(X, Z:GOOD) 0 1
P4: PRO(X, Z:BAD) 1 2
P5: PRO(Y, Z:GOOD) 0 0
P6: PRO(Y, Z:BAD) 1 0
S1: SUP(Z, X) 1 2
S2: SUP(Z, Y) 2 3
S3: SUP(X, Z:GOOD) 2 0
S4: SUP(X, Z:BAD) 1 0
S5: SUP(Y, Z:GOOD) 0 1
S6: SUP(Y, Z:BAD) 0 0
E1: Subset of X 0 0
E2: Subset of Y 1 1
E3: Z PRO (C) 0 1
E4: ANA: (X PRO Y‘) 0 0
E5: ANA: (Z, X or Y) 1 2
OTHER 0 0

Table 6: Frequency distribution of question predicates as-
sociated with content predicate C3: ANA(X,Y)

Question Annotator
1

Annotator
2

P1: PRO(Z, X) 0 0
P2: PRO(Z, Y) 0 0
P3: PRO(X, Z:GOOD) 0 0
P4: PRO(X, Z:BAD) 0 0
P5: PRO(Y, Z:GOOD) 0 0
P6: PRO(Y, Z:BAD) 0 0
S1: SUP(Z, X) 0 0
S2: SUP(Z, Y) 0 0
S3: SUP(X, Z:GOOD) 0 0
S4: SUP(X, Z:BAD) 0 0
S5: SUP(Y, Z:GOOD) 0 0
S6: SUP(Y, Z:BAD) 0 0
E1: Subset of X 0 0
E2: Subset of Y 0 0
E3: Z PRO (C) 0 0
E4: ANA: (X PRO Y‘) 0 0
E5: ANA: (Z, X or Y) 3 2
OTHER 1 1
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