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Abstract
We propose an iterative graph-to-text generation method

to produce coherent scientific abstracts from paragraph-
level knowledge graphs. The method segments the graphs
into smaller, context-specific components using functional
labels, which guide each generation step and influence sub-
sequent outputs. Experimental results demonstrate that
fine-tuning the proposed method enhances the alignment
of Large Language Models (LLMs) with target seman-
tics. Moreover, incorporating functional labels and itera-
tive generation further improves semantic accuracy, struc-
tural clarity, and logical organization, providing a scalable
solution for high-quality abstract generation.

1 Introduction
Knowledge graphs facilitate the construction of rich se-

mantic information by systematically organizing and inter-
linking multidimensional entities and relationships within a
network-based structure [1]. Typically composed of triples
(head entity, relation, tail entity), they provide a more direct
representation of the core content in scientific abstracts,
where the generation of abstract texts based on knowledge
graphs has emerged as a prominent research focus, with ap-
plications in assisting academic writing [2] and enhancing
the understanding of scientific research [3].

Current research on graph-to-text generation primarily
revolves around Graph Neural Networks (GNNs) and Large
Language Models (LLMs). GNN-based approaches [2, 4]
focus on the structured representation of content, con-
structing more precise relational networks among enti-
ties. In contrast, LLM-based methods [5, 6] leverage the
powerful generative capabilities of large language models
to combine and integrate triple-based content, producing

Figure 1 Workflow of the Iterative Graph-to-Text Generation.
𝐿𝑖 : Paragraph segmentation function label, 𝐾𝑖 : Sentence knowl-
edge graph corresponding to the label, 𝑆𝑖 : Generated sentence,
𝑃: Entire paragraph.

more coherent and fluent paragraph-level text. In scien-
tific abstracts, semantically complex paragraphs often lead
to knowledge graphs with intricate structures. Challenges
such as high computational costs and content forgetting
may arise when using traditional GNNs to generate text
from such graphs [7]. On the other hand, LLMs, de-
spite their strong generative capabilities, lack structural
awareness of the graph, making it crucial to ensure content
consistency and paragraph coherence during generation.
Once linearized, this issue stems from triples in a knowl-
edge graph, becoming discrete and lacking a strong logical
flow. While LLMs can effectively organize language at the
sentence level, an excessive number of triples can hinder
the overall quality of the generated text.

To address the above issues, we propose an iterative
graph-to-text generation method with contextualization for
scientific abstracts. As shown in Figure 1, first, we divide
the abstract into functional segments and apply strict struc-
tural control using labels (label hard control) [8]. Then, we
generate sentences step by step based on the given labels

― 2161 ―

言語処理学会 第31回年次大会 発表論文集（2025年3月）

This work is licensed by the author(s) under CC BY 4.0
 (https://creativecommons.org/licenses/by/4.0/).



and knowledge graphs. During this process, the input at
each step combines the previously generated sentence with
the following knowledge graph, following the paragraph’s
structural order. This method ensures the coherence and
consistency of the paragraph by integrating labels with
knowledge graphs. In addition, the generation process uses
the previous sentence as context to guide the expression of
the knowledge graph content, prevent semantic deviations,
and eliminate ambiguities.

2 Methodology

2.1 Iterative Graph-to-Text Generation

The knowledge graph consists of commonly defined
triples 𝑡 = (ℎ, 𝑟, 𝑡), where ℎ is the head entity, 𝑟 is the
relation, and 𝑡 is the tail entity. These triples for a scientific
abstract are segmented using 𝐿𝑖 (labels), which catego-
rize them based on paragraph functions (e.g., background,
objective, methods). The segmented triples form a set
K = (𝐾1, 𝐾2, . . . , 𝐾𝑖), where 𝐾𝑖 represents the triples un-
der a specific label. The objective of this paper is to gener-
ate a set of sentences S= (𝑆1, 𝑆2, . . . , 𝑆𝑖) from K. Finally,
these generated sentences S are sequentially combined to
construct the scientific abstract paragraph 𝑃.

A scientific abstract distills the essence of the research
presented in an article, providing a concise summary of the
study’s objectives, methodology, results, and significance.
We divide the abstract into five labels: Background, Objec-
tive, Methods, Results, and Conclusions [8]. These labels
can segment long paragraphs into smaller units, which
helps reduce the complexity of text generation and elimi-
nate ambiguities. They are also used in the iterative gener-
ation method proposed in this paper, serving to expand the
dataset during training.

As described in Algorithm 1, if the starting label is 𝐿𝑖 ,
we first generate descriptive text for the label 𝐿𝑖 using
its corresponding knowledge graph 𝐾𝑖 . Generating short
text for each label proves more reliable than generating the
entire paragraph from a single knowledge graph. Next, we
concatenate the sentence 𝑆𝑖 generated for the label 𝐿𝑖 with
the knowledge graph 𝐾𝑖+1 of the subsequent label. The
previously generated text serves as contextual guidance,
helping to correct the understanding of the content. This
process continues iteratively until the text under the current
label is generated, repeating the process until the entire

paragraph 𝑃 is complete.

Algorithm 1 Iterative Text Generation from Knowledge
Graphs

1: Input: Knowledge Graphs 𝐾1, 𝐾2, . . . , 𝐾𝑛 (ordered,
labeled)

2: Output: Generated Paragraph 𝑃
3: Initialize 𝑃← ∅ ⊲ Start with an empty paragraph
4: for each label 𝐿𝑖 in 𝐾 do
5: Generate sentence 𝑆𝑖 for label 𝐿𝑖 using knowledge

graph 𝐾𝑖

6: Concatenate 𝑃← 𝑃∥𝑆𝑖
7: if more labels remain then
8: Update 𝐾𝑖+1 ← 𝑃 ∪ 𝐾𝑖+1

9: end if
10: end for
11: return 𝑃

2.2 Prompt Design

We fine-tune the FLAN-T5 model [9] for the specific task
in this work. As a sequence-to-sequence model, FLAN-T5
utilizes instruction tuning to enable efficient and accurate
text generation, achieving precise mapping between inputs
and outputs.

As shown in Figure 2, we design prompts based on
the task requirements. The input contains three key
pieces of information: <PREVIOUS TEXT>, <LABEL>, and
<GRAPHS>. To better distinguish the content, the label
is marked with special tokens <l> and </l>, while the
triples in the knowledge graph are marked with <h>, <r>,
and <t> to represent the head, relation, and tail, respec-
tively. For iterative generation, the content of these three
key components is continuously updated until the entire
paragraph is generated.

Figure 2 Prompt design for iterative graph-to-text generation.
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3 Dataset
We utilize the ACL Abstract Graph Dataset (ACL-AGD)

in this work 1）. The ACL-AGD comprises 35,063 abstracts
collected from the ACL Anthology’s BibTeX database. It
features various research works in computational linguis-
tics and natural language processing, ranging from con-
ference proceedings and journal publications to selected
papers from non-ACL events. The dataset spans nearly
six decades of scholarly contributions, covering 1965 to
2023. Based on the functional segmentation of scientific
abstracts [8], each triple is assigned a label, forming a
quadruple.

4 Experiments

4.1 Evaluation Metrics

Building on prior work [5, 10], we evaluate our models
using four widely adopted metrics: BLEU-4 [11], ME-
TEOR [12], ChrF++ [13], and ROUGE-L [14]. These met-
rics comprehensively assess the generated text, capturing
its linguistic accuracy and semantic relevance compared to
the corresponding target texts.

4.2 Generation Evaluation

To evaluate the generation performance on the ACL-
AGD dataset, we compared several methods, including
GPT-3 and ChatGPT, as reported in [10]. As shown in
Table 1, These two models operate in a zero-shot learning
paradigm, which means they lack the contextual under-
standing provided by specific annotations such as para-
graph labels. Consequently, they struggle to accurately
map the knowledge graphs to the target text, leading to de-
viations in generation quality. This limitation is reflected
in their lower evaluation metrics scores compared to other
methods.

We further analyzed the impact of incorporating para-
graph labels in non-iterative and iterative settings. The
results demonstrate a significant improvement in genera-
tion quality when labels are included, as evident from the
increase in all evaluation metrics. For instance, in the non-
iterative setting, adding labels improved BLEU from 8.54
to 11.75 and METEOR from 29.72 to 34.64. This high-
lights the effectiveness of labels in providing structural and

1） http://lepage-lab.ips.waseda.ac.jp/projects/scientific-writing-aid/

Table 1 Comparison of generation performance on ACL-AGD.
Methods BLEU METEOR CharF++ ROUGE
GPT-3 [10] 7.52±1.81 30.16±1.73 38.61±1.89 35.45±1.92
ChatGPT [10] 10.94±2.11 32.23±1.84 44.89±1.96 37.67±2.07
Non-iterative
- w/o label 8.54±1.93 29.72±1.79 36.66±1.84 32.46±2.09
- with label 11.75±1.94 34.64±1.72 42.16±2.03 37.31±1.85
Iterative
- w/o label 9.40±2.02 31.97±1.85 40.43±1.91 36.34±1.96
- with label† 12.74±1.78 35.29±1.88 44.25±1.95 38.90±1.89
† denotes our proposed method.

semantic guidance for more accurate text generation.
Finally, we examined the difference between iterative

and non-iterative approaches. Iterative methods consis-
tently outperformed their non-iterative counterparts, show-
casing their ability to refine generated text progressively.
Among all approaches, the combination of the iterative
method and paragraph labels achieved the best perfor-
mance, with a BLEU score of 12.74 and a METEOR score
of 35.29. This demonstrates the superiority of our proposed
iterative approach with labels in aligning the generated text
more closely with the target abstract. Appendix A provides
an example of iterative generation.

4.3 Impact of Generation Length

The results in Figure 3 highlight a key aspect of gener-
ation performance related to output length (the number of
sentences). GPT-3 and ChatGPT exhibit longer and more
variable outputs, likely contributing to their suboptimal
generation quality. These models tend to fill the text with
additional content that deviates semantically from the tar-
get, indicating a lack of precise alignment with the knowl-
edge graph.

GPT-3 ChatGPT Non-interactive Proposed Method
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Figure 3 Comparison of Output Length.

In contrast, our fine-tuning-based approach, both with
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and without iteration (with label), demonstrates a more
stable and concise output length. This consistency enables
the generated text to remain focused on the core content
of the knowledge graph, ensuring better alignment with
the target text. The reduced variability in output length
underscores the effectiveness of our method in maintaining
semantic relevance and structural precision.
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Figure 4 Variation of BLEU with Increasing Output Length.

As shown in Figure 4, the BLEU scores of all methods
decrease as the generated text length increases, reflecting
the challenge of maintaining semantic alignment with more
extended outputs. GPT-3 and ChatGPT exhibit a particu-
larly sharp decline in BLEU scores, suggesting that these
models struggle to handle extended sequences without sig-
nificant semantic drift. This behavior highlights their lim-
itations in preserving coherence over more extended text
generations.

Interestingly, non-iterative methods show a moderate de-
cline but cannot adapt contextually to the increasing com-
plexity of longer sequences. In comparison, our proposed
iterative method demonstrates superior stability. While
there is a gradual decrease in BLEU scores, the decline
is significantly less steep. This indicates that the iterative
approach effectively integrates contextual information, al-
lowing it to generate text that remains closely aligned with
the semantic and structural requirements of the target text.

5 Conclusion
In this paper, we proposed an iterative graph-to-text

generation approach tailored for generating scientific ab-
stracts. Our method uses functional labels to leverage con-
textual information by segmenting paragraph-level knowl-

edge graphs into smaller components. These labels guide
the generation process iteratively, where the text generated
from one label and its associated knowledge graph informs
the subsequent label and graph, continuing until the entire
paragraph is generated. This iterative design allows the
model to maintain coherence and align closely with the
structure and semantics of the target abstract.

Our experiments reveal several key findings. First,
LLMs, such as GPT-3 and ChatGPT, struggle to fully
comprehend and effectively utilize knowledge graphs in
zero-shot settings, resulting in significant semantic drift
and structural inconsistencies. This underscores the im-
portance of fine-tuning, which enables LLMs to interpret
graph-encoded information better and align generated text
with the target output. Second, including paragraph labels
and iterative generation significantly improves semantic ac-
curacy and structural clarity. Labels provide crucial guid-
ance for mapping the graph to the text, while the iterative
approach corrects semantic errors progressively, ensuring
a coherent flow and logical organization throughout the
paragraph.

The proposed method offers a scalable framework for
generating high-quality scientific abstracts by ensuring se-
mantic fidelity and paragraph-level structural clarity, ef-
fectively addressing key challenges in graph-to-text gen-
eration. It paves the way for further advancements in
context-aware generation methods, enhancing the quality
of machine-generated content in knowledge-intensive do-
mains.
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A Iterative Generation Process
Table 2 illustrates the iterative generation process, where

sentences 𝑆𝑖 are generated sequentially based on knowl-
edge graphs 𝐾𝑖 . Initially, 𝑆1 is generated based on 𝐾1,
representing the background information. Subsequently,
𝑆1 is combined with 𝐾2 to produce 𝑆2, corresponding to
the objective. This process continues by iteratively com-
bining the previous sentence 𝑆𝑖−1 with a new knowledge
graph 𝐾𝑖 , thereby completing the iterative process.

Table 2 Iterative Generation Process
𝐾1: <l>BACKGROUND</l><h>digital language
archiving services <r>HYPONYM-OF <t>disciplines
<h>low-resourced and endangered languages
<r>USED-FOR <t>speech and language data
𝑆1: Digital language archiving services are essential com-
ponents of various linguistic disciplines, particularly for
managing speech and language data of low-resourced and
endangered languages.
𝑆1 + 𝐾2: <l>OBJECTIVE </l><h>It <r>USED-FOR
<t>common digital language archive infrastructures
𝑆2: It is aimed at enhancing common digital language
archive infrastructures to improve data availability and
support broader research needs.
𝑆2 + 𝐾3: <l>METHODS</l><h>digital language
archive services <r>CONJUNCTION <t>language
data <h>It <r>USED-FOR <t>language models
<h>language models <r>USED-FOR <t>speech and
natural language processing <h>GORILLA <r>USED-
FOR <t>Transcription Bottleneck <h>GORILLA
<r>USED-FOR <t>general Language Resource Bot-
tleneck <h>Transcription Bottleneck <r>PART-OF
<t>language documentation <h>general Language Re-
source Bottleneck<r>PART-OF<t>speech and language
technologies
𝑆3: Digital language archive services are combined with
language data and utilized to support language models
for speech and natural language processing tasks. This
paper propose GORILLA that effectively mitigates both
the transcription bottleneck in language documentation
and the general language resource bottleneck in speech
and language technologies.
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