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Abstract

Instruction tuning significantly improves the perfor-
mance of LLMs in tasks such as sentiment classification. In
this work, we propose a simple yet efficient instruction aug-
mentation method which does not rely on any actual labeled
sentiment instances. With just 240 pseudo-instruction in-
stances, the proposed method significantly improves the
sentiment classification performance across several LLMs
on 12 sentiment benchmark datasets, increasing scores by
30 points and outperforming LLMs that utilize more com-

plex instruction tuning methods by 5.1 points.

1 Introduction

Sentiment analysis has long been an established area
of research in Natural Language Processing (NLP). With
recent advances in large language models (LLMs), im-
pressive zero-shot performance in sentiment analysis was
achieved by instruction-tuned LLMs [5, 18, 14]. A typ-
ical sentiment Instruction Instance is a tuple with three
components (7, I, O):

¢ Instruction Text (T): Classify the following sentence

into either positive, neutral or negative sentiment.

* Input (I): A movie journey worth taking.

e Output (O): The sentiment is positive.
where the instruction text (T) refers to the user instruction.
It usually specifies the desired outputs; the input (I) refers to
the input sentence or document for the sentiment task; the
output (O) refers to the ground truth answer corresponding
to the instruction text.

Previously, many sentiment analysis studies have utilized

actual training instances in sentiment benchmark datasets
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as Input (I) and corresponding labels as Output (O) for
instruction tuning. For example, the work [21] instruction-
tuned LLMs across various NLP tasks, including four sen-
timent datasets, while the work [3] further expanded this
approach to more than 1,800 NLP tasks. Considering sen-
timent classification spans diverse domains such as finance,
restaurants, movies, and politics, obtaining a large number
of domain-specific labeled instances for instruction tuning
is labor-intensive and inefficient.

To enhance this aspect, we propose a simple-yet-efficient
instruction augmentation method to construct sentimental
adjective-based pseudo instructions that do not rely on any
training instances in sentiment benchmark datasets. Subse-
quently, we instruction-tune Llama2-7b,13b,70b base mod-
els and the Falcon-40b base model and evaluate their zero-
shot performance on 12 sentiment benchmark datasets.
The results show that instruction-tuned models signifi-
cantly outperform the base models by 30 points and other

instruction-tuned models by an average of 5.1 points.

2 Sentimental Adjective-based In-
struction Construction

We herein describe the steps to construct pseudo in-
stances using sentimental adjectives. Section 2.1 outlines
the process for collecting diverse sentiment instruction text
(T) from various corpora. Section 2.2 details the steps
of constructing instruction using sentimental adjectives for
Input (I) and Output (O).

2.1 Instruction Text (T) Collection

User instructions exhibit a wide variety of paraphras-

ing. To increase the diversity, we collect sentiment in-
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struction text (T) from five widely-used instruction datasets
written by either human annotators or LLMs, as follows:
(1) SuperNI [20], which contains 96k instructions writ-
ten by humans covering 1600+ NLP tasks. (2) Alpacal)
[16], which contains 52k instructions generated by GPT-3
(davinci-003). (3) Self-instruct [19], which contains 82k
instructions generated by GPT-3 (vanilla). (4) Unnatural
Instructions [8], which contains 68k instructions generated
by GPT-3 (davinci-002). (5) Baize [22], which contains
210k instruction instances created by prompting ChatGPT
and letting it converse with itself. We extracted all the
instruction text (T) from these datasets and retained in-
struction texts only if they contain the terms ‘sentiment’,
‘positive’, ‘negative’, and ‘neutral’. Finally, 110 diverse
sentiment instruction text (T) are yielded, and we empir-
ically determine to use 80 for training and 30 for testing
during instruction tuning. For the aspect-based sentiment
classification task, we add with respect to the TARGET to
the instruction text and replace TARGET with the specific

aspect.

2.2 Sentimental Adjective (I, O) Pair

Inspired by the concept of evaluative adjectives in lin-
guistics, we describe the four steps to automatically collect
pairs of instruction input (I) and output (O). Evaluative
adjectives often express value judgments and convey opin-
ions, emotions, or subjective interpretations. For instance,
adjectives like beautiful imply a positive sentiment, while
awful suggests a negative one. We refer to our collected

adjectives as sentimental adjectives.

Step 1. Collect sentimental adjective candidates

We start by collecting adjectives from SentiWordNet 3.0?
[2] where each sense of an adjective word w is assigned two
scores: a positive score (S o) and a negative score (Syeq)
where 0 < Sy < 1 and k € {pos,neg}. The selection

criteria is:

1. Choose all words where at least one of its senses meets

the criteria: Spos = 7 and Spee = 0.0 to compile

1
pos

2. Choose all words where at least one of its senses meets

positive word list L

the criteria:: Spce > r and S,,s = 0.0 to compile

1) https://github.com/gururise/AlpacaDataCleaned/
2)  https://github.com/aesuli/SentiWordNet. It is under CC BY-SA
4.0 license.
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negative word list L), <
3. Choose all words where at least one of its senses meets
the criteria: Sp,os = 0.0 and S,¢¢ = 0.0 to compile

neutral word list L},

We empirically determine the threshold r to trade off be-
tween the number and quality of adjectives. Please see
Table 3 in Appendix for L'.

Step 2. Align with sentiment word sense.
This step aims to refine the adjective lists in Step 1. For
instance, one sense of the word ‘fresh’ meets the criteria

Sneg = 0.75and Sps = 0.0, this word is therefore included

1
neg-

a non-negative meaning, typically referring to something

in the negative list L However, “fresh” often conveys

new or unused. including this word in negative list may
confuse the model during instruction tuning. To address

this, we utilize pre-defined positive (Vj,s) and negative

1
pos

are excluded if they do not appear in Vs and
Words in L]

neu

(Vieg) vocabularies in the paper [10]. Words in lists L
and L}

neg
Vieg, respectively. are removed if they
appear in either V), 01 Vy,eq. This process results in three

refined lists: L2 ., L2 . and L2

pos> “neg> neu

Appendix for L2.

Please see Table 4 in

Step 3. Rank word by frequency.

This step focuses on selecting more domain-agnostic words
by leveraging frequency information. We use English
Wikipedia” to obtain word frequency for ranking adjec-
tives in each list in descending order based on their fre-

. . . 2 2 2 . .
quency. If a adjective in L L and L;,, is not in

pos> Lneg>
the wiki frequency list, its frequency would be set to zero.
After ranking, frequent words such as best, great, and im-
portant appear at the top of the positive list, whereas the
original words in the list are legendary, solid, and gallant.

We note the ranked lists as L3 ., L3

3
pos> Lneg- and L, Please

see Table 5 in Appendix for L.

Step 4. Add negation words.
This step helps LLMs to better handle sentences containing
negation words. We add the negation word not directly

before adjectives (e.g., not beautiful) for X% of instances

3
pos

in only L3, and L},,. Subsequently, adjectives with

negation from the positive list are transferred to the negative

. . . . . . 4
list and vice versa. This process yields the final lists: L7,

3)  https:/jwsmythe.com/tools/wordlist/wikipedia-word-frequency-
master/results/enwiki-2023-04-13.txt
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L% . and L?

neg’ neu

(where L4 =13

neu neu

). Please see Table 6
in Appendix for L*.

After completing steps 1 to 4, we take the first instruction

text T from 80 instruction texts in Section 2.1, the first

4
pos

L, O); Continue this process until the 80th instruction text

adjective from L7 . and positive to form the first tuple (T,
is taken. Then, we obtained 80 tuples for the positive class,
80 tuples for the negative class, 80 tuples for the neural

class respectively.

3 Experiment

3.1 Experimental Setup

The constructed 240 tuples are split into 80% for the
training set and 20% for the development set. We set the
threshold r in SentiWordNet 3.0 in Step 1 to 0.75, and
negation word percentage X to 10%, according to perfor-
mance on the development set. For training, we follow
the paper [17] by utilizing an auto-regressive objective and
zeroing out the loss on tokens from the user prompt, in-
cluding instruction text and input, while backpropagating
only on instruction output. Of the 110 instruction texts, we
use 80 for model training and development, and remaining
30 for testing. During training, we employ the efficient
parameter tuning technique, LoRA [9], with a LoRA rank
of 8 and LoRA alpha of 32. We set learning rate to 2e-4
and batch size to 2. During inference, we follow previous
work [6] to load models in the 8-bit mode which signifi-
cantly speeds up the inference and has negligible impact
on the final performance. We set the maximum number of
generated tokens to 20. All the experiments are conducted
using one A100 GPU.

Evaluation Metric

Since all the instruction texts we collected explicitly spec-
ify the output space as positive, negative, or neutral label,
we adopt the following metric for calculating instance-
wise accuracy: 1) Score 1 if the output string contains
the ground-truth label and does not contain other classes’
ground-truth labels (case insensitive); 2) Score 0, other-
wise. We observed a high correlation score between the
human annotator and this automatic metric, So we decided

to use this metric for all datasets.
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3.2 Dataset

We experiment with 7 general sentiment classification
datasets, i.e., SST-2 [15], IMDB, Yelp, Amazon datasets
from [11], Airline® Debate® , financial phrasebank [13] as
well as 5 aspect-based sentiment classification datasets®
from the Workshop on Semantic Evaluation (SemEval) in
2014, 2015, and 2016.

Table 1 shows the statistics of each dataset. We paired
each sentence from the sentiment benchmark datasets with
30 instruction texts for testing. For instance, in the case of
SST-2, this resulted in 1,821 X 30 = 54,630 instances used
for testing instruction-tuned models. The same procedure

was applied to the other datasets.

Table 1: Statistics of sentiment classification datasets.

Dataset Domain Size # Class Aspect
SST-2 Movie 1,821 2 no
Yelp Restaurant 1,000 2 no
Amazon (Amaz) Product 1,000 2 no
IMDB Movie 1,000 2 no
Airline Operation 1,000 3 no
Debate (Deba) Politics 1,000 3 no
PhraseBank (PB) Finance 970 3 no
SemEval-14lap  Laptop 543 3 yes
SemEval-14res ~ Restaurant 994 3 yes
SemEval-15res  Restaurant 485 3 yes
SemEval-15hot  Hotel 215 3 yes
SemEval-16res  Restaurant 514 3 yes

3.3 Models

We instruction-tuned Llama2 base model [17], and
falcon-40b base model [1] using our constructed 240 in-
struction tuples (T, I, O), noted as base+ours. In addition,

we consider the following comparison methods:

base+ours w/o adjective Previous works, such as [12],
have pointed out that some instruction-tuned models do
not fully utilize instructions, and that the impressive perfor-
mance gains from instruction tuning may stem from models
learning superficial patterns, such as the output space and
format. To verify this, we replaced the sentimental adjec-
tives with empty strings to ablate the input, while keeping

the instruction text and output format unchanged.

4)  https://www.kaggle.com/datasets/crowdflower/twitter-airline-
sentiment. 1k instances is used only.

5)  https://www.kaggle.com/datasets/crowdflower/first-gop-debate-
twitter-sentiment. 1k instances is used only.

6) https://github.com/kevinscaria/Instruct ABSA/tree/main/Dataset
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Table 2: Accuracy of zero-shot sentiment classification on 12 benchmark datasets. Best results associated with the same

base model are in bold.

Dataset SST-2 Yelp Amaz IMDB Deba Airline PB 14hap 1l4res 15res 15hot 16res | Ave.
A Lexicon-match baseline  59.2 64.7 69.6 69.0 554 63.6 560 689 815 744 749 784 (679
#1 llama2-7b-base 494 512 408 467 347 374 273 400 615 538 615 61.6 (472
#2 llama2-7b-chat 78.8 888 835 862 61.6 699 60.5 755 836 789 715 757|762
#3 base+ours w/o adjective  38.9 355 323 379 352 356 299 183 138 249 164 134|277
#4 base+ours 895 96.1 941 944 62.0 67.6 535 821 884 863 844 894 (823
$1 llama2-13b-base 47.0 525 434 493 36.1 40.8 41.7 46.1 612 567 580 579 (492
$2 llama2-13b-chat 712 79.0 750 779 629 695 59.1 689 769 714 63.1 654|700
$3 base+ours w/o adjective  49.6 504 444 507 387 43.1 263 280 351 419 339 249|389
$4 base+ours 80.5 884 759 861 631 698 62.0 629 81.6 781 73.0 77.2|749
&1 llama2-70b-base 55.8 427 437 48.1 345 39.1 31.6 449 451 470 443 548|443
&2 llama2-70b-chat 819 90.0 876 886 648 72.6 688 745 809 771 723 67.8|77.2
&3 base+ours w/o adjective 724 80.5 75.8 774 43.6 51.1 294 643 77.1 723 71.1 67.0 |652
&4 base+ours 925 979 958 963 630 71.1 553 804 89.0 856 883 850 834
¢1 falcon-40b-base 699 721 61.8 63.1 36.6 425 275 501 658 663 60.7 672 |57.0
¢2 falcon-40b-instr. 789 892 800 832 515 552 403 747 863 813 833 853|741
¢3 base+ours w/o adjective  63.6 58.7 464 534 360 389 238 357 565 517 510 532|474
¢4 base+ours 920 912 878 881 55.0 62.0 432 778 841 806 803 853|773

lexicon-match baseline We add a sentiment lexicon
match-based model [7], which directly utilizes the pres-
ence of positive (e.g., great, good, and nice) and negative
words (e.g., sad, bad, and worse) to determine the senti-
ment polarities. This aims to determine if good perfor-
mance can be achieved through simple sentimental word
matching, without injecting these sentimental adjectives

via instruction tuning.

llama2 chat model The Llama2 chat model began super-
vised fine-tuning with instructions from 1.8K NLP tasks
[4]. The model was further fine-tuned on 27,540 annotated
instructions and millions of human preference data via re-
inforcement learning. We believe this provides a powerful

baseline, even for our sentiment classification task.

falcon chat model It is also known as the Falcon-40B-
Instruct model7), which is fine-tuned on hundreds of thou-
sands of QA and dialog instances from Quora, Stack Over-
flow, and MedQuAD questions.

4 Result and Analysis

Table 2 shows comparison results and our observations

are as follows:

(1) Our instruction-tuned models (base+ours) outperform
all base models by 30 points and even all chat models
by 5.1 points on average. Moreover, our instruction-tuned

Llama2-70B model achieves the best average performance,

7)  https://huggingface.co/tiiuae/falcon-40b-instruct
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suggesting that model size remains an important factor in

the effectiveness of instruction tuning.

(2) The results of base+ours w/o adjective show sig-
nificant performance degradation for Llama2-7B (#3),
Llama2-13B ($3), and Falcon-40B (¢). While the “empty-
input” instruction tuning boosts Llama2-70B’s perfor-
mance to some extent (&3), combining it with our senti-
mental adjectives achieves the best performance (&4). This
verifies that the improvements are largely not attributed to
learning the output space formats, such as positive and
negative labels, as reported by previous work [12].

(3) To investigate whether our base+ours models simply
memorize sentimental adjectives for making predictions,
we added a sentiment lexicon match-based model for com-
parison. The results show that our models significantly
outperform this baseline (4), indicating that incorporating
sentimental adjectives into LLMs through instruction tun-
ing equips the models to handle not only straightforward
sentiment lexicon-based cases but also more challenging

cases lacking explicit sentiment lexicons.

5 Conclusion

In this work, we create pseudo sentimental instructions
to fine-tune LLMs. Experiments show significant perfor-
mance gains on various sentiment benchmarks. Notably, it
requires no ground-truth training data and generalizes well
across domains. Future work will extend this approach to

fine-grained emotion classification.
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positive words

negative words

neutral words

sophisticated
magna-cum-laude
gorgeous
boss
heaven-sent
exhaustive
superb
healthy

contemptible
bogus
salt
unfree
hidden
inhumane
humble

false

last-ditch
alate
floored
quadrilateral
forty
french-speaking
combined

client-server

Table 3: Step 1. Collect sentimental adjectives candidates.

positive words

negative words

neutral words

sophisticated
gorgeous
superb
healthy
meticulous
perfect
sweet

coherent

contemptible
bogus
inhumane
false
precarious
upset
numb

indelicate

alate
quadrilateral
forty
french-speaking
combined
client-server
trojan

diagonal

Table 4: Step 2. Align with sentiment word sense.

positive words

negative words

neutral words

best
great
important
good
better
supreme
golden

greatest

dead
poor
difficult
unable
bad
wild
cold

offensive

new
more

national
most
many

american
early
high

Table 5: Step 3. Rank word by frequency.

positive words

negative words

neutral words

best
great
important
good
better
supreme
golden

not offensive

dead
poor
difficult
unable
bad
wild
cold

not greatest

new
more

national
most
many

american
early
high

Table 6: Step 4. Add negation words.
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