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Abstract
Social media websites have had the option of multime-

dia uploads for more than a decade now. However, the
relation between the text and the posted images is not al-
ways unambiguous if there is a relation at all. We explore
how multilingual vision-language models tackle the task of
image-text relation prediction in different languages, and
prepare dedicated balanced benchmark data sets from Twit-
ter posts in Latvian and English. We compare our results
to previous work and show that the more recently released
vision-language model checkpoints are becoming increas-
ingly capable at this task, but there is still much room for
further improvement. Experiments with in-context learn-
ing outline how further improvements can be achieved.

1 Introduction
The social network formerly known as Twitter (now X1）)

remains a crucial platform in modern society due to its role
in shaping public discourse, enabling real-time commu-
nication, and fostering global conversations. As a mi-
croblogging site, it allows individuals, organizations, and
governments to share thoughts, news, and opinions instan-
taneously. Even though potential alternatives have risen
in popularity in the past years, they still exhibit distinct
drawbacks to the general public. For example, Threads is
still refusing to promote real-time content and news events,
or Mastodon being too granulated and slow overall due to
being dependent on the performance of individual servers.

In 2011 when Twitter integrated posting images along
with text, it enhanced the platform’s impact by offering a
visual dimension to amplify the message. Images can serve
as powerful tools to evoke emotional responses, clarify

1） From Twitter to X: Elon Musk Begins Erasing an Iconic In-
ternet Brand - https://www.nytimes.com/2023/07/24/
technology/twitter-x-elon-musk.html

Text Es nezinu, kādu narkotiku cepēji pievieno
šim gardumam, bet es to varētu ēst un ēst
bez apstājas lı̄dz pat pavasarim.

Translation I don’t know what kind of drug the bakers
add to this treat, but I could eat it and eat it
non-stop until spring.

Figure 1 An example of an attached image to a tweet which is
difficult to comprehend without the text, as well as the text cannot
be fully explained without seeing the image.

complex issues, and influence perceptions, but that is not
always the case. The images can also be added just as an
attention-grabbing strategy or clickbait, or even expressing
humor as a meme. A tweet accompanied by a striking
or controversial image can dramatically shift how readers
interpret the message, adding layers of meaning or even
altering the context. In this way, the synergy between text
and visuals on the social network not only grabs attention
but also guides the overall narrative.

In this work, we extend previous research by Vempala
and Preoţiuc-Pietro [1] and Rikters et al. [2] who in-
troduced a four-class taxonomy for classifying image-text
relations from Twitter data and performed initial experi-
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ments with early versions of LLaVA [3] models. We fur-
ther divide the test set published by Rikters et al. [2] into
a class-balanced evaluation set to lessen the overarching
dominance of specific classes. We also employ a profes-
sional translator to manually translate their evaluation set
from Latvian into English to minimize the potential errors
that could be introduced by using automatic translations
for the vision-language model (VLM) experiments. We
experiment with four different open-source VLM check-
points that are capable of running on consumer hardware.

2 Related Work
Vempala and Preoţiuc-Pietro [1] introduced the catego-

rization schema for the relations between Tweet text and
attached images that we use in our experiments. They dis-
tinguished four different categories: 1) the image adds to
the text meaning and the text is represented in the image
(further in the paper we will denote this using the emoji
combination ); 2) the image adds to the text mean-
ing and the text is not represented in the image ( );
3) the image does not add to the text meaning and the text
is represented in the image ( ); and 4) the image
does not add to the text meaning and the text is not repre-
sented in the image ( ). They also released a 4472
tweet-image pair corpus with manually annotated relation
categories (2942 were available at the time of writing this
paper) and analyzed the user demographic traits linked to
each of the four image tweeting categories in depth.

Rikters et al. [2] applied the image-tweet categorization
schema introduced by Winata et al. [1] on the Latvian Twit-
ter Eater Corpus (LTEC) by annotating 812 tweets written
in Latvian about topics related to food and eating. They ex-
perimented with automatically classifying the original data
set of Latvian tweets, as well as automatic translations of
the texts into English, using LLaVA models of versions 1.3
and 1.5 in sizes of 7B and 13B parameters. They reported
results of 20.69% prediction accuracy when evaluated on
the original Latvian texts, and increasing up to 27.83%
when evaluated on the automatic English translations.

Winata et al. [4] released a massively multilingual data
set of food-related text-image pairs for visual question an-
swering by identifying dish names and their origins in
30 languages. They evaluated these tasks using various
VLMs in multiple sizes and release open-source code for
experiment reproduction. Their results showed that closed

proprietary online API systems show overall superior per-
formance, however, open-source models in the 70B-90B
parameter range can still be quite competitive.

3 Proposed Approach

We commit to a more detailed evaluation of the image-
text relation classification task for the available Twitter
data. We aim to compare the performance of several recent
VLMs that can be run on a reasonable desktop setup using
a single NVIDIA RTX 3090 GPU with 24GB of VRAM. In
our evaluation will consider the following model versions
and sizes – LLaVa-NeXT Vicuna [5] 7B and 13B, Qwen2-
VL [6] 7B, Phi 3.5 Vision [7] 4B, which we load from the
Hugging Face model repository.

Our evaluation is based on the LTEC image-text relation
test set in Latvian and manual translations of the texts into
English. The test set is reduced in size to favor a more
balanced class distribution, enabling a fair evaluation. In
addition to the overall class, we also present a separate
evaluation of the two individual questions prompted to the
models - Q1) is the image adding to the text meaning; and
Q2) is the text represented to the image.

We also attempt to improve the results by using in-
context learning [8] by providing several examples of the
image-text relation task at each inference step, and con-
sider the applicability of further fine-tuning VLMs on the
image-text relation task.

4 Data Preparation

The previous work which evaluated the image-text re-
lations using VLMs exhibited several flaws. Firstly, the
data set composition was skewed strongly towards two of
the four classes as shown in Table 2 - the image adding to
the text meaning and text being represented in the image
class with 48.28% of the data and a further 36.45% for the
image not adding to the text meaning and text being repre-
sented in the image class, which together make up 84.73%
of the evaluation data. Furthermore, the authors did not
report separate evaluation on the individual question per-
formance that were prompted to the VLMs. Finally, the
evaluation which achieved the highest accuracy result was
performed on automatically translated texts, which could
be erroneous, making way for the potential of creating
further unnecessary errors in the classification task.
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System BLEU ChrF COMET
Tilde MT 52.63 67.94 78.50
Google Translate 63.49 75.56 83.99
DeepL Translate 59.19 72.20 83.31
Opus MT 54.50 68.77 78.78

Table 1 Machine translation results

Class Tweets Percentage Before
113 32.29% 48.28%
72 20.57% 8.87%

113 32.29% 36.45%
52 14.86% 6.40%

Table 2 Evaluation set class distribution. represents the
image adding to the text meaning, – the text being represented
in the image, and and – true or false respectively.

4.1 Manual Translation

The highest text-image relation classification accuracy
scores reported by Rikters et al. [2] were achieved by auto-
matically translating the Latvian texts into English using an
MT system that reaches scores of 48.28 BLEU and 68.21
ChrF on a separate evaluation score. While MT systems
of such quality are generally usable, they are still far from
perfect. To minimize the potential of error propagation
we employed a human translator to perform a full manual
translation of the image-tweet relation texts from Latvian
into English. We evaluated three online systems2）and
one open-source model3）on the manually translated texts.
Results in Table 1 show that for this set Google Translate
seems to be outperforming all others according to BLEU
[9], ChrF [10] and COMET[11], and Tilde MT, which was
used in the evaluation of Rikters et al. [2] scores the lowest.
In the subsequent evaluations of this paper, we only use our
manual translations of the Latvian tweets when referring
to the English translations.

4.2 Evaluation Set Balancing

We divided the 812 tweet set into a separate evaluation
set of 350 tweets to have a more even distribution among
the four classes. The main objective was to reduce the
dominance of the first and third classes. A comparison of
the new distribution with the full original data set is shown
in Table 2.

2） Tilde MT, Google Translate, DeepL Translate - all accessed in
November 2024

3） Opus MT tc-big-lv-en: https://huggingface.co/
Helsinki-NLP/opus-mt-tc-big-lv-en

4.3 Instruction Formatting

It is well known that many modern large language mod-
els and therefore also VLMs can often be very sensitive to
the provided prompt for a specific task and produce vastly
variable results. In our experiments, we mainly kept using
the prompt suggested by Rikters et al. [2] for all models.

5 Results
Our main results are summarized in Table 3. We com-

pare four different models which represent 3 main size
categories of 4B, 7B and 13B parameters. Each evalua-
tion is run with 10 different seeds (the same seeds for each
model) with the prompt written in English and the actual
tweet text provided in either Latvian or English. We com-
pare classification accuracy on the overall class, as well as
each of the two individual questions of the image adding
to the meaning and text being represented in the image.

The result table shows great variation in both the overall
class accuracy, as well as the individual questions. Best
results are achieved by the LLaVA-NeXT models and Phi
3.5, of which all seem to prefer the English translation
rather than the original Latvian text. Qwen2-VL scores the
lowest, regardless of the input language, and also exhibits
no variation with the different random seeds. Meanwhile,
Phi 3.5 and especially LLaVA-NeXT models tend to vary a
lot. The LLaVA-NeXT outperform the results reported by
Rikters et al. [2], although they are not directly comparable.

As an ablation study, we also experimented with pro-
viding both the text and the instruction prompt in Latvian,
however, this led to mostly very incomplete results. Table
4 summarizes our findings where out of the 350 tweets
many were not answered directly with yes/no as requested
in the prompt required manual verification of the model
output whether it contains the answer at all. In addition,
up to 21% of the model outputs did not contain an answer
in the case of LLaVA-NeXT 13B.

For comparison, we also sampled a random subset of
450 tweets from the larger data set by Winata et al. [1] for
evaluation. This data set seems to be naturally better dis-
tributed already, having a distribution of 19.33% : 24.89%
: 23.33% : 32.45%. Accuracy results in Table 5 do show
overall higher scores than the very domain-specific Latvian
food tweets, but in general they are still relatively low and
have the potential to be further improved.
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Prompt Data Model Class Question 1 Question 2
EN LV LLaVA-NeXT 7B 23.40 ± 8.03 51.57 ± 3.57 41.37 ± 21.49
EN LV LLaVA-NeXT 13B 19.43 ± 4.57 51.11 ± 6.03 34.60 ± 3.11
EN LV Phi 3.5 4B 18.14 ± 3.00 48.49 ± 1.63 38.71 ± 3.57
EN LV Qwen2-VL 7B 15.71 ± 0.00 47.71 ± 0.00 35.43 ± 0.00
EN EN LLaVA-NeXT 7B 24.46 ± 7.83 52.17 ± 1.31 43.86 ± 18.71
EN EN LLaVA-NeXT 13B 28.91 ± 6.34 53.20 ± 4.06 51.40 ± 10.89
EN EN Phi 3.5 4B 25.14 ± 5.71 48.31 ± 2.83 49.14 ± 7.43
EN EN Qwen2-VL 7B 15.71 ± 0.00 47.43 ± 0.00 37.14 ± 0.00

Table 3 Average classification accuracy results from zero-shot experiments using 10 different random seeds.

Model Class Q1 Q2 Remarks
LLaVA 7B 32.43 ± 0.53 52.80 ± 0.63 64.54 ± 0.60 1-3 cases were not answered
LLaVA 13B 28.41 ± 5.99 43.46 ± 3.69 45.89 ± 4.17 58-75 cases not answered
Qwen2-VL 15.43 ± 0.00 47.43 ± 0.00 37.43 ± 0.00
Phi 3.5 19.92 ± 8.31 50.54 ± 3.69 37.17 ± 12.26 5-17 cases were not answered

Table 4 Results from prompting tweets in Latvian with a Latvian prompt.

Class Q1 Q2
LLaVA 7B 32.29±13.27 48.04±5.51 64.51±20.16
LLaVA 13B 36.82±5.40 55.53±5.80 64.64±4.64
Qwen2-VL 33.11±0.00 55.56±0.00 59.11±0.00
Phi 3.5 35.47±4.98 62.22±2.67 57.98±3.13

Table 5 Results from a random subset of 450 English Tweets
from Vempala and Preoţiuc-Pietro [1].

5.1 In-context learning

To further improve the results, we experiment with using
in-context learning (ICL) [8] by providing several exam-
ples of the image-text relation task at each inference step.
While all of our chosen models do support multi-image in-
ference, we experienced very unstable performance when
evaluating, therefore we chose to run ICL experiments us-
ing only text for the in-context examples. We experimented
by providing the models with 1 to 5 sets of examples where
each set includes one example of each of the four classes.

Results in Table 6 show varied success with the best re-
sults from the zero-shot experiments – LLaVA-NeXT 13B
and Phi 3.5 4B – not improving at all. However, LLaVA-
NeXT 7B was able to gradually improve with each addi-
tional set of ICL examples, and Qwen 2 7B also demon-
strated slighly increased performance with 2 ICL examples.

6 Conclusion
In this paper, we introduced an extended evaluation of

the image-text relation task for social media posts from

ICL LLaVA-NeXT Phi 3.5 4B Qwen 2 7B7B 13B
0 24.46±7.83 28.91±6.34 25.14±5.71 15.71
1 25.97±8.54 25.63±7.34 19.51±2.37 17.43
2 27.37±9.09 24.77±5.91 25.37±8.63 18.29
3 26.77±8.49 23.83±5.89 21.51±9.34 15.71
4 28.17±9.89 23.66±6.34 20.11±5.31 15.71
5 29.11±8.83 23.09±7.77 19.89±5.03 16.00

Table 6 In-context learning experiment class-wise classifica-
tion accuracy without providing an image.

Twitter. We prepare balanced versions of previously avail-
able image-text relation data sets, as well as a manual
English translation of the original Latvian texts. We ex-
periment with several open-source vision-language models
and demonstrate how results vary depending on multiple
conditions. Initial experiments with in-context learning
highlight the potential applicability of this method for fur-
ther improvements.

We plan to release our balanced evaluation data set along
with the code that we used for our evaluation for easy re-
production of our results or similar experiments. In future
work we intend to explore further applicability of the in-
context learning approach, as well as perform fine-tuning
on the model checkpoints for the image classification task.
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