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Abstract
Vision Large Language Models (VLLMs) usually take

input as a concatenation of image token embeddings
and text token embeddings and conduct causal modeling.
Based on observations, this paper hypothesizes that in-
tensive multimodal interactions happen in the mid-to-late
layers. To verify, we apply cosine similarity measurement
and norm-based attention analysis. Our experiments indi-
cate that in the mid-to-late layers of LM decoder, there is
a rise in inter-modal similarity and gradual accumulation
in attention allocation to visual tokens, suggesting a four-
phase inference dynamics against the LM layers, including
I) Alignment, II) Intra-modal Encoding, III) Inter-modal
Encoding, and IV) Output Preparation.

1 Introduction
Recently, instruction-tuned Language Models (LMs)

have demonstrated remarkable performance on cross-
modal tasks when incorporated with other modalities,
mainly vision [1, 2, 3, 4, 5, 6]. These VLLMs extend
the instruction-following capability of LMs for handling
multiple modalities, e.g., a concatenation of image tokens
and text tokens, exhibiting impressive abilities, such as
drafting stories based on images and building a website
based on the hand-sketched image. Given their surpris-
ing achievements, how these models bridge the modality
gap to enable information transition between image tokens
and text tokens is still underexplored. In paper [7], the
authors identify multimodal neurons in Transformer MLP
layers and translate them into semantically related text.
Another work in [8] indicates that LMs account for mod-
eling domain-specific visual attributes while fine-tuning
the cross-modal projector does not enhance such capabil-
ity. Recent work explores some specific aspects of the

inner workings of VLLMs via a mechanistic interpretation
lens, such as localization and evolution of object-centric
visual tokens, storage and transfer of multi-modal knowl-
edge, and cross-modal information flow across LM decoder
layers [9, 10, 11]. Although these works provide perspec-
tive insights on the inner dynamics of VLLMs, to the best
of our knowledge, the magnitude of cross-modal interac-
tions along LMs’ layers remains unexplored, leading to our
main research question: How does multi-modal interaction
evolve along the layers of the LM decoder in VLLMs?

To answer this question, we first examine whether image
tokens can be translated into linguistic semantics during
the language modeling computation. Experiment results
show that the visual representations are refined towards
the embedding of interpretable tokens in the LM vocab-
ulary space, even though VLLMs are not explicitly pre-
trained for next-token prediction. We conjecture such a
phenomenon might originate from multi-modal interac-
tion, that is, the multimodal interaction leads to this re-
finement. Then, we propose to investigate the multi-modal
interaction dynamics using similarity metrics and norm-
based attention analysis. Specifically, we first investigate
the magnitude of contextualization [12] to characterize the
cross-modal dynamics along LMs’ layers. Our experi-
ments reveal a phase diagram of multimodal contextual-
ization as shown in Fig. 1, suggesting that as inputs pass
through successive layers of the Transformer-based de-
coder, a four-phase multimodal contextualization appears
(Fig. 3). In addition, a norm-based attention analysis is
conducted to visualize such multimodal interaction along
LM decoder layers. This analysis reveals two patterns
during model inference: gradual attention accumulation
against Transformer layers and stronger attention focusing
on specific tokens.
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Figure 1 A four-phase diagram of feed-forward dynamics of LMs in VLLMs. I) Alignment of two different feature spaces occurs.
II) Intra-modal Encoding is enhanced while cross-modal encoding is inhibited. III) Inter-modal Encoding appears and strengthens.
IV) Output Preparation requires hidden states to be aligned toward output embedding space.

2 Preliminary Observation: Pro-
jecting Visual Tokens into Vocab-
ulary Space
This section demonstrates to what extent visual tokens

can be converted into linguistic concepts represented in
the language vocabulary space. We use LogitLens [13]
technique to project intermediate representations of visual
tokens into the LM vocabulary space by multiplying them
with the unembedding matrix.

Specifically, we extract the hidden representations of
32 visual tokens at each layer of LM in InstructBLIP[1],
then decode them into language words. We define a visual
hidden state as being decoded correctly if its decoded word
matches the ground-truth caption. Therefore, precision
indicates how many correctly decoded words overlap with
all decoded words, while recall refers to the proportion of
correctly decoded words to ground-truth caption words.

Precision and recall are computed and plotted in Fig. 2.
It generally presents a continuously rising tendency in mid-
to-late layers, indicating the intermediate representations
of visual tokens are progressively morphed into linguistic
forms that match with correct ground-truth captions. In
the lower layers (near embedding space), both precision
and recall are nearly negligible, suggesting that raw image
tokens tend to produce irrelevant word distributions. In the
mid-to-late layers (from around 10th), both lines continu-
ously climb, reflecting an ongoing process of refinement
where the visual token representations become more se-
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Figure 2 Averaged precision and recall for decoded words of
visual tokens along Transformer layers. Results are computed and
averaged on COCO validation set and Winoground dataset, from
which we randomly choose 400 image-caption pairs. Shaded
regions around each curve represent the standard deviation across
multiple data samples.

mantically coupled with the textual domain. Around the
deepest layers (after 30th), we observe a slight variability
between precision and recall, indicating a possible reduc-
tion in correctly decoded words.

Overall, this result shows that representation from the
vision modality can be directedly decoded into nature lan-
guage, and in mid-to-late layers they are decoded more
correctly. This leads to our hypothesis that the intensive
inter-modal interaction happen in those mid-to-late layers,
during which intermediate representations of visual tokens
are successively shaped to the most likely linguistic tokens.
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3 Methodology
We investigate multi-modal interaction by implement-

ing the following two approaches, i.e., cosine similarity
measurements and layer-wise attention analysis, aiming to
obtain a comprehensive view of how visual and linguistic
representations interact and evolve within the Transformer-
based LM decoder in VLLMs.
Contextualization as Interaction Magnitude. Inspired
by [12], we use cosine similarity as a measurement of con-
textuality to explore how hidden states from two different
representation spaces interact in LMs. In detail, let 𝑣 (𝑙)𝑖

and 𝑤 (𝑙)
𝑗 denote the hidden state vectors of tokens 𝑖 and 𝑗 ,

respectively. The average cosine similarity for the hidden
states at each layer 𝑙 in LMs is thus defined as follows:

𝑠 (𝑙) =
1
𝑚𝑛

𝑚∑
𝑖=1

𝑛∑
𝑗=1

cos
(
𝑣 (𝑙)𝑖 , 𝑤 (𝑙)

𝑗

)
, (1)

where 𝑚 and 𝑛 indicate the number of tokens in two sets.
Inter-modal similarity is computed by choosing 𝑣 (𝑙)𝑖 from
vision tokens and 𝑤 (𝑙)

𝑗 from text tokens. Intra-modal sim-
ilarity is computed by ensuring 𝑣 (𝑙)𝑖 and 𝑤 (𝑙)

𝑗 from the
same modality (e.g., both from vision or both from text).
Higher similarity suggests that the two sets of vectors oc-
cupy closely related subspaces in the representation space,
indicating that they may encode similar features.
Visualization via Norm-based Attention. To investigate
how the multimodal information interacts via multi-head
self-attention mechanism, considering the faithfulness
problem of attention score as an explanation [14, 15, 16],
we use norm-based attention proposed by [17], which uses
the norm of multi-head attention’s output transformation
to scale the attention score to investigate linguistic capa-
bilities of Transformer. By taking the magnitudes of trans-
formed vectors into consideration, this norm-based atten-
tion analysis provides a relatively faithful interpretation of
the contribution of the input vector to the output.

For a more detailed experimental setup about this sec-
tion, we recommend that readers refer to Appendix §A.1.
4 Multimodal Inference Dynamics
in VLLMs
This section investigates the multimodal inference dy-

namics along Transformer layers in VLLMs.
§4.1 reveals that multimodal interaction evolves as the

Transformer layer goes deeper, introducing our finding
of a four-phase multimodal interaction pattern during the

InstructBLIP

LLaVA-1.5
Figure 3 Inter-modal and intra-modal contextualization against
layer depth, demonstrating our proposed four-phase inference dy-
namics. A higher value indicates stronger interaction. Similarity
values are averaged over randomly chosen 600 images for each
dataset. Shaded regions show standard deviations over randomly
sampled images.

feed-forward calculation. Besides, attention analysis is
conducted to visualize the multimodal interaction along
LM layers. §4.2 demonstrates that intensive attention pro-
gressively emerges in the mid-to-late layers, suggesting a
consistent correlation with the finding of similarity-based
multi-modal interaction pattern.
4.1 Four-phase Multimodal Contextual-

ization
As described in equation (1), we calculate inter-modal

similarity as well as intra-modal similarity using hidden
states at each layer of LM decoder in VLLMs.

Fig. 3 generally exhibits an upward trajectory, showing
a consistent trend with the observation from LogitLens;
meanwhile, four distinct monotonic intervals are observed.
Based on this monotonicity depicted, we introduce our
findings of four-phase inference dynamics against LM lay-
ers, which coincide with Fig. 1: I) Alignment, during
which an early alignment between two modalities occurs.
II) Intra-modal Encoding, within which intra-modal sim-
ilarity is significantly higher than that of inter-modal simi-
larity (Fig. 3), indicating the model starts encoding visual
tokens and text tokens separately. III) Inter-modal En-
coding shows a swift rise in inter-modal similarity (Fig. 3),
indicating an incremental inter-modal interaction. IV)
Output preparation presents the global reduction in inter-
modal similarity, suggesting the model shifts focus away
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InstructBLIP

LLaVA-1.5
Figure 4 Qualitative analysis of norm-based attention results (id_200 refers to a randomly chosen image). Heatmaps showcase
norm-based attention of the last text token (left 4) and the last vision token (right 4) to its preceding tokens along Transformer layers.
The color intensity (moving from light to dark) indicates the magnitude of attention paid to each token.

from multimodal interaction.
4.2 Visualization of Multimodal Interac-

tion
To further examine our findings regarding the four-phase

inference dynamics between image tokens and text tokens,
we employ norm-based attention analysis to elucidate how
the attention allocation between the two modalities changes
against LM decoder layers in VLLMs.

To this end, we extract norm-based attention results
from two representative VLLMs, i.e., InstructBLIP and
LLaVA-1.5, and plot the attention heatmaps for 100 images
that were randomly selected from COCO and Winoground
datasets, respectively. After manually inspecting them,
we found almost identical pattern holds. We thus show-
case the norm-based attention heatmaps of three images
(id_200, id_237, id_323) for qualitative analysis.

Overall, Fig. 4 illustrates the norm-based attention of
the last text token constantly increasing from the middle
layers. Meanwhile, it reveals that image tokens at different
positions receive varying degrees of saliency assignment.
This observation holds for both models despite their ar-
chitectural differences. In detail, first, a gradual accumu-

lation of attention degree against layers is observed. In
the early layers, attention tends to be more dispersed. As
the model proceeds to the middle and deeper layers, we
observe stronger attention allocation, especially more fo-
cused attention on several specific tokens. This pattern
suggests that crucial cross-modal interaction intensifies in
those mid-to-late layers. Second, a noticeable disparity in
attention across image tokens is observed. Certain tokens
are attended to much more strongly than others. One pos-
sible conjecture for explaining this phenomenon could be
that these image tokens are presumably tied to semantically
rich regions within the image, thus providing critical clues
for accurate textual predictions.

5 Conclusion
This paper proposes to utilize contextualization as a

measurement to explain multimodal interaction in LMs
of VLLMs. By incorporating other investigation meth-
ods, i.e. norm-based attention, our extensive experiments
indicate the multimodal interaction dynamics during the
model’s feed-forward pass.
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A Appendix

A.1 Experimental Settings

VLLMs usually take image patches and text tokens as
input and generate text as output. Based on how visual
features are mapped into the language embedding space,
they can be broadly categorized into:1) Models employing
cross-attention mechanisms to enable interaction between
vision encoder’s outputs and the language embedding space
for extracting task-relevant image features (e.g., Flamingo,
BLIP family); 2) Models using projection layers to map
the vision encoder’s outputs directly into the language em-
bedding space (e.g., Mini-GPT4, LLaVA family).

Models. We conduct experiments on two represen-
tative VLLMs. 1) InstructBLIP [1], which is extended
from BLIP-2 [18], introducing an instruction-aware Query
Transformer to extract task-relevant image features tailored
to the given textual instruction. 2) LLaVA-1.5 [3] apply
an MLP projection as the cross-modal connector on top
of CLIP vision encoder, establishing new SOTA baselines
across 11 VL benchmarks.

Datasets. For evaluation, we use COCO captions val-
idation set [19] and Winoground dataset [20]. COCO is a
commonly used image-caption dataset that contains 164K
images, each annotated with five captions. Winoground
is a carefully handcrafted probing dataset, comprising 400
items, each including two pairs of images and correspond-
ing captions.

Other Details. For the similarity experiment, we ran-
domly select 600 images respectively from Winoground
and COCO caption validation set. For the attention analysis
experiment, we manually examine 100 randomly selected
image instances from two datasets.

― 1272 ― This work is licensed by the author(s) under CC BY 4.0
 (https://creativecommons.org/licenses/by/4.0/).


