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Abstract
This paper presents a comprehensive evaluation for as-

sessing large language model (LLM) capabilities in the
Mongolian language, addressing a critical gap in multilin-
gual LLM evaluation. We introduce MonMLU, a novel
benchmark derived from native-level university entrance
exams, alongside Mongolian adaptations of established
benchmarks including Vicuna, MT-Bench, MGSM, and
XCOPA. Our evaluation of leading commercial and openly
available models reveals that while GPT-4o-mini achieves
the highest performance (8.86 on Vicuna, 8.10 on MT-
Bench), openly available models significantly underper-
form. These findings highlight future opportunities for
improving LLM performance in Mongolian and other low-
resource languages.

1 Introduction
The advancements in large language models (LLMs)

have been especially significant in high-resource languages
such as English and Chinese [1, 2]. These models
have demonstrated exceptional capabilities in text genera-
tion, classification, understanding, and reasoning tasks [3].
While many state-of-the-art models are multilingual, their
effectiveness in low-resource languages often lags due to
limited training data and benchmarks. Multilingual bench-
marks such as MMMLU and MGSM have been developed
to address these gaps by extending the original English
benchmarks to various languages [4, 5].

The Mongolian language, with over 6 million speakers
across Mongolia and Inner Mongolia (China), represents a
significant yet underserved language [6]. Digital resources
in Mongolian comprise less than 0.02% of Common Crawl
data, highlighting the substantial disparity in representation
compared to high-resource languages. This underrepre-
sentation necessitates dedicated evaluation frameworks to

assess and advance LLM capabilities in Mongolian.
To address the resource gap in Mongolian, we develop

and release MonMLU,1）a multi-subject multiple-choice
language understanding benchmark based on native en-
trance examination materials in Mongolian. We adapt the
widely used English benchmarks such as Vicuna and MT-
Bench [7] to evaluate Mongolian rapidly. We show that
current models can generate intelligible responses and fol-
low simple instructions in Mongolian. In addition, to mea-
sure reasoning and understanding abilities, MGSM [5] and
XCOPA[8] are adapted.

The main contributions of our work include:

• MonMLU, a comprehensive benchmark based on na-
tive Mongolian university entrance exams, testing cul-
tural and linguistic knowledge across eight subjects.

• Mongolian-specific versions of established bench-
marks (Vicuna, MT-Bench, MGSM, XCOPA)
through translation and localization.

• We evaluate leading commercial and open-source
LLMs, providing a quantitative assessment of their
Mongolian language capabilities.

2 Related Work

2.1 Monolingual benchmarks

Monolingual benchmarks play a crucial role in assessing
the performance of large language models (LLMs) within
a specific language. Benchmarks such as MMLU, MT-
Bench, and GSM8k are widely used to evaluate LLMs
for reasoning, conversational ability, and mathematical
problem-solving tasks. These benchmarks are designed to
test models on diverse, challenging tasks and have signifi-
cantly advanced the capabilities of LLMs for high-resource
languages like English.

1） https://huggingface.co/ku-nlp/monmlu
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For instance, MMLU assesses knowledge across 57 sub-
jects, including humanities, sciences, and general knowl-
edge. MT-Bench evaluates models’ multi-turn conver-
sation abilities, ensuring context and coherence across in-
teractions are maintained. Similarly, GSM8k focuses on
grade school math word problems, testing models’math-
ematical reasoning and problem-solving skills.

However, such comprehensive benchmarks have not
been developed for low-resource languages like Mongo-
lian. The lack of Mongolian benchmarks limits the ability
to evaluate models comprehensively and hinders progress
in improving LLMs for the language. Developing tai-
lored benchmarks for the Mongolian language is critical
for understanding and enhancing model performance in
this context.

2.2 Multilingual benchmarks

Efforts to extend evaluations beyond high-resource lan-
guages have led to the development of multilingual bench-
marks. These benchmarks aim to assess LLM performance
across a wide range of languages, providing insights into
multilingual and cross-lingual capabilities. Key examples
include:

• MMMLU (Multilingual MMLU): An extension of
MMLU, MMMLU provides evaluations in 14 lan-
guages by translating the original English dataset.

• XCOPA (Cross-lingual Choice of Plausible Alter-
natives): Derived from the original English COPA
benchmark, XCOPA evaluates commonsense reason-
ing in multiple languages by asking models to select
the most plausible outcome or cause of a given sce-
nario.

• MGSM (Multilingual Grade School Math): This is a
multilingual adaptation of the GSM8k dataset, con-
taining grade school-level math problems translated
into various languages. MGSM assesses the ability to
solve basic mathematical problems within a multilin-
gual context.

These multilingual benchmarks have significantly broad-
ened the scope of LLM evaluations. Nevertheless, Mon-
golian is often underrepresented, or even absent, in many
existing multilingual benchmarks. This underscores the
need for targeted evaluation datasets that reflect the lin-
guistic and cultural specifics of the language.

2.3 Low-resource language bench-
marks

Low-resource languages are frequently incorporated into
massively multilingual benchmarks such as SIB-200 [9]
and Taxi-200 [10]. However, massively multilingual
benchmarks often prioritize breadth of language coverage
over data quality, particularly for low-resource languages.
Furthermore, they are often limited to classification tasks,
neglecting other important and diverse tasks such as rea-
soning and generation.

3 Mongolian Language

Mongolian, a member of the Mongolic language fam-
ily, presents a significant yet underrepresented language
in natural language processing. It is primarily spoken in
not just Mongolia, but also in some parts of China (In-
ner Mongolia) and Russia, with approximately 5-6 million
speakers. The language employs diverse writing systems,
including the traditional Mongolian and Cyrillic scripts.
A Romanized transliteration of the Cyrillic script is also
common in informal online communication. This study
focuses on Mongolian written in Cyrillic, the most preva-
lent form. Mongolian presents unique challenges due to its
complex linguistic features such as agglutinative morphol-
ogy and vowel harmony. These linguistic characteristics,
coupled with limited digital resources, make Mongolian a
compelling case study for enhancing LLM performance in
low-resource language settings.

4 Benchmarks
To overcome the scarcity of evaluation resources for

Mongolian, we employ a two-pronged approach: adapt-
ing existing multilingual benchmarks and creating novel
benchmarks tailored specifically for the language. These
benchmarks comprehensively evaluate Natural Language
Understanding (NLU) and Natural Language Generation
(NLG) tasks. This section introduces and discusses the
following benchmarks: Mongolian Vicuna and MT-Bench,
MonGSM and MonCOPA, and MonMLU. See Appendix
A.2 for samples.

4.1 Adapting existing benchmarks

To adapt Vicuna, MT-Bench, MGSM, and XCOPA
for Mongolian, we followed a machine translation, post-
editing, and localization approach:
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Table 1: Summary of benchmarks.

Benchmark Description Task type Size Construction method

Mongolian Vicuna Single-turn dialogue NLG 80 Translation
Mongolian MT-Bench Multi-turn dialogue NLG 80 Translation
MonGSM Math word problems NLU (Reasoning) 250 Translation
MonCOPA Commonsense reasoning NLU (Reasoning) 500 Translation
MonMLU General knowledge NLU (Knowledge) 400 Entrance Examination Collection

1. Machine translation: We used GPT-4o to translate
the original English benchmarks into Mongolian.

2. Manual post-editing: A native Mongolian speaker
manually edited the translations to ensure linguistic
accuracy and cultural appropriateness.

3. Localization: Nouns and named entities such as per-
sons and places were replaced by Mongolian names
to make their context more native. For example, robe
toдээл, Hawaii toХ өвсг өл.

Mongolian Vicuna and MT-Bench To quickly
evaluate models in the Mongolian language, we adapted
the widely used Vicuna and MT-Bench, which are widely
used benchmarks for evaluating conversational abilities in
LLMs. These benchmarks assess the capacity to generate
coherent, contextually relevant, and logically consistent re-
sponses in single-turn and multi-turn dialogues.

MonGSM and MonCOPA MonGSM is a Mongo-
lian adaptation of MGSM dataset, which consists of grade
school-level math word problems. These problems test ba-
sic arithmetic, logical reasoning, and problem-solving abil-
ities. XCOPA is a benchmark for evaluating models’ ability
to transfer commonsense reasoning across languages.

These benchmarks highlight the reasoning capabilities
of models in Mongolian and offer a comparative perspec-
tive on their performance relative to other languages.

4.2 Constructing native MonMLU

MonMLU is a benchmark specifically designed to eval-
uate general knowledge and reasoning abilities in the Mon-
golian language. We obtained test questions from the
Mongolian General Entrance Examination and received
permission from the relevant institution,2）making it a re-
liable source for testing models on diverse subjects. It
covers eight subjects: Mongolian language, Mongolian
history, Biology, Chemistry, Physics, and Social Science.
Each subject contains 50 multiple-choice questions with

2） https://eec.mn/

five choices.
We obtained exam questions and answers, publicly avail-

able on 2）, in PDF format. We manually extract the text
from the exams, excluding images and tables to focus on
unimodal models.

MonMLU evaluates models on the accuracy of re-
sponses, the depth of knowledge across various subjects,
and the ability to understand complex queries and provide
contextually correct answers.

Table 1 shows the summary of all benchmarks. These
benchmarks collectively provide a comprehensive evalua-
tion suite for the Mongolian language, covering conversa-
tional skills, reasoning, and general knowledge.

5 Evaluation

5.1 Settings

Models For our evaluation, we selected the leading
commercial and openly available models. For commer-
cial models, we use a family of OpenAI models, namely
GPT-3.5-Turbo, GPT-4-Turbo, and GPT-4o-mini.3）Openly
available models are Gemma-2-9B and 27B,4）Llama-3.1
8B,5）Mistral 7B,6）EMMA-500,7）and Qwen2.5 7B.8）We
also include versions of Gemma-2-9B and Llama-3.1-8B,
Gemma-2-9B-Alpaca-MN and Llama-3.1-8B-Alpaca-MN
respectively, fine-tuned on the original Alpaca instruction
dataset that is machine-translated to Mongolian.9）

Evaluation method We implemented a consistent
evaluation protocol across all benchmarks. For reasoning

3） https://platform.openai.com/docs/models
4） https://huggingface.co/google/gemma-2-9b-it
5） https://huggingface.co/meta-llama/Llama-3.
1-8B

6） https://huggingface.co/mistralai/
Mistral-7B-Instruct-v0.3

7） https://huggingface.co/MaLA-LM/
emma-500-llama2-7b

8） https://huggingface.co/Qwen/Qwen2.
5-7B-Instruct

9） https://huggingface.co/datasets/saillab/
alpaca-mongolian-cleaned
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Table 2: Performance of various models across NLG and NLU tasks.

NLG NLU
Vicuna MT-Bench MonGSM MonMLU MonCOPA

GPT-4o-mini 8.86 8.10 68.0 52.3 61.0
GPT-4-Turbo 8.49 7.89 74.4 51.1 59.8
GPT-3.5-Turbo 2.95 3.22 17.6 18.0 15.3

Gemma-2-27B-IT 7.01 6.50 59.2 43.7 49.6
Gemma-2-9B-IT 4.22 3.96 46.4 32.2 38.1
Gemma-2-9B-Alpaca-MN 5.95 4.76 14.0 21.6 23.4
Llama-3.1-8B-Instruct 1.98 2.40 34.0 21.1 23.5
Llama-3.1-8B-Alpaca-MN 5.47 3.99 4.0 17.5 16.7
Mistral-7B-Instruct-v0.3 1.38 1.10 4.0 0.0 10.3
EMMA-500-llama2-7b 3.96 2.54 0.0 4.0 0.0
Qwen-2.5-7B-Instruct 2.50 2.64 12.4 23.1 15.6

tasks such as MonGSM, we employed a zero-shot chain-
of-thought setting to assess natural problem-solving ca-
pabilities. Conversational tasks, Vicuna and MT-Bench,
were evaluated using GPT-4o as an independent judge as
proposed by [11]. Multiple-choice questions were scored
using exact match criteria.

5.2 Results

As shown in Table 2, our evaluation revealed significant
performance variations across models and tasks. Among
commercial models, GPT-4o-mini demonstrated superior
performance in both NLG and NLU tasks, achieving scores
of 8.86 on Vicuna and 52.3 on MonMLU. GPT-4-Turbo
followed closely with strong results of 8.49 on Vicuna
and 51.1 on MonMLU. However, GPT-3.5-Turbo showed
notably lower performance, scoring only 2.95 on Vicuna
and 18.0 on MonMLU.
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Math

Coding
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STEM

Humanities

0 1 2 3 4 5 6 7 8 9

model
Qwen2.5-7B-Instruct

EMMA-500-llama2-7b

Gemma-2-9b-Alpaca-M

Llama-3.1-8B-Alpaca-M

Gemma-2-9B-IT

Llama3.1-8B-Instruct

GPT-4o-mini

Figure 1: Category-wise scores of various models on Mon-
golian Vicuna.

In the openly available category, Gemma-2-27B-IT
achieved the strongest results among non-commercial mod-
els, scoring 7.01 on Vicuna and 6.50 on MT-Bench. The
9B variant also shows reasonable performance. Smaller
models demonstrated limited effectiveness, as evidenced
by Mistral-7B and Llama-3.1-8B-Instruct.

As illustrated by Figures 1 and 2, fine-tuned models on
Alpaca, most notably Llama-3.1-8B, show considerable
performance improvement in generation tasks in categories
such as writing and roleplay. At the same time, they lose
their performance in categories such as extraction, coding,
and math. However, we can see a huge performance drop
in NLU tasks. This may be due to a lack of task-specific
training data as Alpaca contains mostly generic instruc-
tions.

6 Conclusion
In this work, we introduced a set of benchmarks for

the Mongolian language. Four benchmarks were adapted
from widely used English and multilingual benchmarks in-
cluding MT-Bench and MGSM. MonMLU, a multi-subject
multiple-choice benchmark based on native examination
material, was constructed. We evaluated various types of
models on these newly constructed benchmarks. Openly
available models lag behind commercial models consid-
erably. Also, simply fine-tuning models with additional
Mongolian instruction data, while improving text coher-
ence in generated output, does not enhance understanding
and reasoning in the Mongolian language. In future work,
we plan to explore methods aimed at simultaneously im-
proving both generative and understanding capabilities.
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A Appendix

A.1 MT-Bench
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Figure 2: Category-wise scores of various models on Mon-
golian MT-Bench.

A.2 Samples

Figure 3: A sample instruction and response pair of GPT-
4o-mini on Mongolian Vicuna.

Figure 4: A sample from MT-Bench. Words in red are
localized words.

Figure 5: A sample from MonGSM. Words in red are
localized words.

Figure 6: A sample from MonMLU. The correct answer is
in bold.
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