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Abstract

Evaluating the performance of large language models
(LLMs) remains a crucial research topic, and conducting
a comprehensive and accurate evaluation of LLM perfor-
mance efficiently is challenging. This challenge is par-
ticularly acute for non-English languages. GPT-4-based
automated evaluation has proven effective, demonstrating
high consistency with human preference. However, GPT-
4-based evaluation still has several limitations, including
its closed-source nature and general preference. This paper
proposes an approach to construct an open-source Japanese
LLM evaluator, which has demonstrated robust consistency
on the Japanese Vicuna benchmark. We present a method
for rapidly generating score rubrics that refer to specific in-
structions, enabling more diverse evaluation criteria when
evaluating LLMs. Our Japanese LLM evaluator training

data and models are available here.!

1 Introduction

The quality assessment of text generated by large lan-
guage models (LLMs) remains a significant challenge in
the field of Natural Language Processing (NLP), as text
quality directly reflects LLM performance [1, 2]. Cur-
rently, utilizing high-performance LLMs (such as Chat-
GPT) for automatic evaluation of LLM responses repre-
sents a viable approach and demonstrates comparable eval-
uation accuracy to human evaluation [3]. However, this
approach faces several inherent limitations, including its

closed-source nature and limitations on general preference

[4].

1) https://huggingface.co/ku-nlp/jp-llm_evaluator
2) https://huggingface.co/datasets/ku-nlp/jp-llm_
evaluator_training
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PROMETHEUS [5] developed an open-source LLM
evaluator for English LLM evaluation. This LLM can
evaluate English LLM performance with diverse score
rubrics. It demonstrates strong consistency with both hu-
man evaluations and GPT-4-based evaluations. However,
PROMETHEUS exhibits limitations.

evaluating English-language LLLMs. Moreover, when it

It is restricted to

evaluates a specific instruction, it requires manually cre-
ated score rubrics for that instruction. Both of these re-
quirements impose constraints on evaluation feasibility.

To address these limitations, we propose an open-source
Japanese LLM Evaluator that provides diverse rubrics of
LLM performance evaluation. Additionally, to generate di-
verse score rubrics for different instructions, we propose to
enable the LLM evaluator to automatically generate score
rubrics for specific instruction evaluation.

To this end, we construct a dataset for training the
Japanese LLM Evaluator. This dataset includes diverse
score rubrics and corresponding instructions, along with
responses ranging from quality scores 1 to 5 and respond-
ing feedback, designed to guide the LLM evaluator in
conducting evaluations. Subsequently, we train an open-
source Japanese LLLM evaluator capable of efficiently as-
sessing problems from multiple perspectives, meeting di-
verse evaluation requirements. Through experimentation,
we demonstrated strong consistency with human evalua-
tion on the Japanese Vicuna Benchmark [6].

Furthermore, we train an open-source Japanese rubrics
generator on our dataset. It can automatically generate
instructive and diverse score rubrics based on specific in-
structions. Instead of generating rubrics manually, these
automatic generation rubrics can guide LLM evaluation

across different evaluation dimensions.

This work is licensed by the author(s) under CC BY 4.0
(https://creativecommons.org/licenses/by/4.0/).
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Figure 1 Japanese LLM evaluator training dataset construction

Our contributions are as follows:

* We generate Japanese LLM evaluator training data
with diverse score rubrics and instruction using GPT-
4o.

* We train an open-source Japanese LLM evaluator on
our dataset.

* Experiment results show the consistency with
Japanese LLM evaluator and GPT-based evaluation.

2 Methodology

Our work consists of three main parts. The first part uti-
lizes self-instruct [7, 8, 9] to guide GPT-40 [10] to automat-
ically generate training data for Japanese LLM evaluators.
Through these high-quality training data, we can imple-
ment various functionalities of Japanese LLM evaluators
by performing supervised fine-tuning (SFT) on different
pre-trained LLMs. The second part is training open-source
Japanese LLM evaluators using high-quality training data.
The third part is to generate specific score rubrics for in-
structions. We will now elaborate on our work in detail.
2.1 Japanese LLM Evaluator Training

Dataset Construction

In Figure 1, this pipeline demonstrates how we utilize a
small number of seed tasks to guide GPT-40 in generating
high-quality training data with instructional effectiveness.

This pipeline consists of four main steps:

* Seed Translation

* Seed Rubrics Augment

¢ Instruction and Reference Answer Generation
* Response and Feedback Generation

You can find our detail process of Japanese LLM evaluator
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training dataset construction from Appendix A.

2.2 Japanese LLM Evaluator Training

In this section, we focus on the training process of the
Japanese LLM evaluator. For model training, we em-
ploy low-rank adaptation (LoRA) [11] as our SFT training
method. This approach ensures model performance while
maintaining computational efficiency.

The training data for the Japanese LLM evaluators com-

prise the follow contents:

* Instruction: This is guidelines for directing model
responses, covering various practically meaningful in-

structional questions.

Score Rubric: This is evaluation criteria for spe-
cific instructions, considering different aspects of re-
sponse quality evaluation. For example, for specific
instruction, we may have multiple perspectives such

99 ¢

as “cultural sensitivity,” “grammatical accuracy,” “hu-
mor sense” etc. Under different rubrics, the evaluation
of responses will vary. Score rubrics set score from
1 to 5, enabling the LLM evaluator to understand and

evaluate responses.

L]

Response: This is an answer obtained from different
LLM:s for specific instructions, serving as evaluation

targets for the LLM evaluator.

Score: This is the output component of the LLM
evaluator, summarizing the evaluation of responses.
The score is given directly with reference to score
rubrics, ranging from 1 to 5 as integers.

Feedback: This is the output component of the LLM

evaluator, providing detailed explanations for evalua-

L]
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tion scores. It encompasses understanding and inter-
pretation of both response and score rubrics, explain-

ing why specific scores were assigned under the given

rubrics.
2.3 Score Rubrics Generation during
Evaluation

When evaluating responses, the LLM evaluator needs to
choose diverse score rubrics for specific instructions. Tra-
ditionally, generating score rubrics has been done through
handcraft. To more efficiently generate diverse score
rubrics, we conducted SFT on pre-trained models to get an
open-source rubrics generator. With our previously gen-
erated training data, we paired “instructions” and “score
rubrics” as training samples, guiding the rubrics genera-
tor to automatically generate meaningful and diverse score

rubrics for various instructions.
3 Experimental Settings

In this section, we present the experimental settings
to evaluate our Japanese open-source LLM evaluator and

score rubrics generation.
3.1 LLMs as Evaluator

In this experiment, we chose three pre-trained models
for supervised fine-tuning. The target pre-trained models

include:

e [.lama-3.1-8B
* lIm-jp-3-13b
e Llama-3.1-Swallow-8B-v0.2

LLama-3.1 model represents the current high-quality
cross-lingual pre-trained model in terms of scale and qual-
ity. It shows excellent potential across various tasks.Llama-
3.1-Swallow-8B-v0.2 and 1lm-jp-3-13b are base models
that took continued pre-training using Japanese datasets,
exhibiting awesome performance in Japanese while main-

taining English language capabilities.
3.2 LLM Evaluator Evaluation

We referenced the Japanese Vicuna Benchmark as our
evaluation benchmark. This benchmark contains 80 di-
verse questions designed to guide LLMs in generating
meaningful responses.

Additionally, we referenced the score rubrics hand-
crafted generated by PROMETHEUS for the Vicuna bench
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[3], which were translated from English to Japanese
through human translation as evaluation criteria.

Based on the Japanese Vicuna Benchmark, we gener-
ated 80 responses using the following LLMs as evaluation

targets for the LLM evaluator:

* GPT-40

¢ llm-jp-3-13b [12]

e Llama-3.1-Swallow-8B-v0.2 [13]
* Swallow-7b-hf [14, 15]

We evaluated the LLM evaluators’ performance through
consistency against the GPT-4-based evaluation. GPT-
based evaluation has demonstrated exceptional evaluation
performance and human consistency across many evalua-
tion benchmarks. It also shows higher efficiency compared
to manual evaluation. We referenced GPT-40 scoring of
target responses to calculate the consistency between the
LLM evaluator and GPT-4-based evaluation.

To calculate consistency, we chose Pearson Correlation

to compute the consistency:

. Y (xi =X)(yi = ¥)
\/Z?=1(xi _x)z ?:1()’1’ - y)z

* x;: The score of the i-th question assessed by LLM
evaluator.

* y;: The score of the i-th question assessed by GPT-4.

* X: The mean score of all questions assessed by LLM
evaluator (x).

¢ y: The mean score of all questions assessed by GPT-4.

e r: The Pearson Correlation Coeflicient

3.3 Score Rubrics Generation Evaluation

We referenced instructions and handcrafted score rubrics
from the Japanese Vicuna Benchmark. We utilized the
Japanese rubrics generator to generate score rubrics for
specific instructions from this benchmark, a total of 80
different score rubrics. Subsequently, we calculated the
average F-measure between these generated score rubrics
and handcrafted score rubrics using ROUGE-L to demon-
strate the diversity and feasibility of our Japanese LLM
evaluator’s generated score rubrics.

This work is licensed by the author(s) under CC BY 4.0
(https://creativecommons.org/licenses/by/4.0/).
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Figure 2 Pearson Correlation between our LLM evaluator and GPT-4-based evaluation.

4 Result Analysis

4.1 LLM Evaluator Evaluation

As shown in Figure 2, we can observe the Pearson Cor-
relation between various base model LLM evaluators eval-
uation results and GPT-4-based evaluation. The Japanese
LLM evaluator demonstrates high Pearson Correlation re-
sults for responses generated by Llama-3.1-Swallow-8B-
v0.2, llm-jp-3-13b, and Swallow-7b-hf.

Regarding GPT-40 responses, only the LLAMAS3 base
LLM evaluator shows a high Pearson Correlation. How-
ever, our additional analysis of GPT-40 average scores
across different LLM evaluators retails all of them is ap-
proximately 4.3 score, demonstrating consistency in evalu-
ation capabilities. You can find the detail results of LLMs

responses average scores in Appendix B.
4.2 Score Rubrics Generation Evaluation

To evaluate the instruction with diverse criteria, we
trained the Japanese rubrics generator. We evaluate the
score rubrics generation capability of the Japanese rubrics
generator by calculating the ROUGE-L scores of score
rubrics generated by rubrics generator with specific instruc-
tions. All score rubrics newly generated for evaluation will
be compared with the score rubrics created handcrafted.

As results in Table 1, we can see the average ROUGE-L

scores of score rubrics generated by three Japanese LLM
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Generator Llama-3.1-8b | llm-jp-3-13b
ROUGE Score 0.243 0.211
Table 1 Average ROUGE-L F-measure Score

Swallow
0.270

evaluators compared to handcrafted score rubrics. We
observe that all generated score rubrics have an average
F-measure higher than 0.2. This shows that the Japanese
LLM evaluator provides instructive and diverse criteria for

specific instruction.

5 Conclusion

This paper presented a method for developing an open-
source Japanese LLM evaluator. With the human trans-
lation of a small number of seed rubrics and utilizing
GPT-40, we constructed a comprehensive dataset for train-
ing the Japanese LLM evaluator. Subsequently, we per-
formed SFT on the Japanese LLM evaluator using this
training dataset, implementing the ability of LLM evalu-
ation and score rubrics generation. For LLM evaluation,
the Japanese LLM evaluator demonstrates reliable con-
sistency with GPT-4-based evaluation. The score rubrics
generation provides an automatic method for generating in-
structive and diverse score rubrics by referencing specific
instructions, guiding the LLM evaluation. For the future
work, we plan to explore the consistency between Japanese
LLM evaluation and human preference consistency. More-
over, we plan to make our Japanese LLM evaluator capable

for pairwise evaluation.

This work is licensed by the author(s) under CC BY 4.0
(https://creativecommons.org/licenses/by/4.0/).
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A Japanese LLM Evaluator Train-
ing Dataset Construction Process

A.1 Seed Translation

The first step involves constructing a high-quality
Japanese seed rubrics. We referenced the handcrafted seed
rubrics from PROMETHEUS and translated 50 of seed
rubrics into Japanese through human translation to achieve
native-level quality. Subsequently, we can utilize GPT-40
to directly generate high-quality Japanese score rubric data

given the seeds as few-shot examples.

A.2 Score Rubrics Augment

In this step, we augment the high-quality Japanese seed
rubrics. We construct a comprehensive prompt with spe-
cific requirements to guide GPT-40 in automatically gener-
ating new high-performance score rubrics. In the prompt,
we emphasize that these score rubrics should demonstrate
creative and diverse evaluation capabilities, and assess
problems from multiple perspectives. Finally, the rubrics
specify answer criteria for each score level from 1 to 5.
During the self-instruct generation process, to ensure the
diversity of generated score rubrics, we implement various
diversity optimization methods to filter and optimize the
generated score rubrics. For each generation round, we
compare the newly generated score rubrics with those in

the rubrics pool using two primary methods:

* We employ ROUGE-L [16] to evaluate the similarity
between newly generated instructions and all previ-
ously generated data in the instruction pool. If the
generated data exhibit a ROUGE-L score exceeding
0.7 with any existing rubric in the rubrics pool, we
subject these data to a second optimization phase.

* The second optimization phase primarily involves
paraphrasing to restructure the generated score
rubrics. Through constructing guiding prompts, we
direct GPT-40 to paraphrase the score rubrics. This
process focuses on modifying word choice and sen-
tence structure while preserving the inherent meaning

of the generated score rubrics.

Through GPT-40 batch generation, we successfully gener-

ated 1K diverse score rubrics.
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A.3 Instruction and Reference Answer
Generation

In this step, we construct corresponding instructions and
response answers for the generated score rubrics. For
each generated score rubric, we guide GPT-40 to gener-
ate, through zero-shot learning, 20 instructions that can be
evaluated using the score rubric, along with corresponding
score 5 reference answers. Each score rubric can be used
to evaluate various questions, while the reference answers
serve as examples of optimal responses earning a score of 5
under the respective score rubric. Ultimately, we obtained

20K diverse instruction-score rubric pairs.

A.4 Response and Feedback Generation

The final step focuses on generating responses scoring
from scores 1 to 5 and corresponding evaluation feedback
for the instruction-score rubric pairs. We establish instruc-
tive prompts to guide GPT-40 in generating corresponding
responses and feedback for each instruction and rubrics
pair. Each reference answer serves as a score 5 reference,
acting as a upper-bound for generating response levels.

Finally, we obtained a dataset of 100K sets, each set
containing unique score rubrics, instructions, reference re-
sponses, responses, and feedback. This data set will be
used for future Japanese LLM evaluator training.

B Average Scores of LLMs Re-
sponses

In this part, we give the average scores of LLMs re-
sponses. It also show the score consistency with GPT-40
based evaluation.

Table 2 Average Scores of LLMs Responses
LLM GPT-4o0 | llmjp-3- | Llama3- | Swallow-
Evaluator 13b | Swallow- | 7b-hf

8B-v0.2
LLaMA3 4.43 4.52 3.65 1.58
IImjp 4.32 4.50 3.35 1.43
swallow 4.37 4.55 3.45 1.40
GPT-40 4.38 391 3.78 2.25
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