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Abstract
This paper explores emotion-aware speech-to-text trans-

lation (ST) using generative error correction (GER) by
large language models (LLMs). Despite recent advance-
ments in ST, the impact of the emotional content has been
overlooked. First, we enhance the translation of emotional
speech by adopting the GER paradigm: Finetuned an LLM
to generate the translation based on the decoded 𝑁-best
hypotheses. Next, we combine the emotion labels into the
LLM finetuning process to enable the model to consider
the emotion content. Experiments show that GER and the
integration of emotion labels are effective on the English-
Japanese language pair. This research lays the foundation
for more sophisticated models that consider emotional nu-
ances in speech.

1 Introduction
Speech-to-text translation (ST) is a task where the model

takes speech in one language as input and translates it
into text in another language. ST performance has greatly
improved over the recent years with significant efforts on
datasets [1, 2, 3, 4, 5, 6] and models [7, 8, 9, 10]. However,
an essential aspect often overlooked in speech translation
is the emotion of speech.

Human speech naturally includes emotions. In real-life
conversations, a listener often uses cues from the speaker’s
voice tone to grasp what is being said. Therefore, emotion
can significantly influence the results of translating speech.
As the instance shown in Figure 1, the phrase “I can’t be-
lieve this” can convey a range of emotions, from surprise
and shock to awe and excitement, which can alter its trans-
lation in another language. In Japanese, the translation
might vary from “信じられない” (expressing surprise) to
“どうしてこんなことに” (expressing frustration).

“I can’t believe this” 
(Surprise)

“I can’t believe this” 
(Frustration)

信じられない

どうしてこんなことに

Emotion-aware 
ST Model

Figure 1 The expectation for an emotion-aware ST model. It
can generate appropriate translation based on the emotion of the
input speech.

Emotion has been studied in machine translation (or
text-to-text translation) studies [11] and other tasks in nat-
ural language processing (NLP), such as sentiment analysis
and recognizing emotions in conversations [12]. However,
there has been little effort focusing on emotion in ST. Seam-
less Expressive [8] examines the preservation of emotional
states in speech-to-speech translation, without addressing
the influence of emotions on the semantic aspects of trans-
lation. Chen et al. [13] constructed the MELD-ST dataset
for emotion-aware ST, but further community effort inves-
tigating the methodology for this task is required.

Meanwhile, recent advancements in large language mod-
els (LLMs) leads to growing interest in leveraging their
capabilities in modalities beyond text including speech.
Training end-to-end ST models often face challenges due
to insufficient speech-text parallel data. However, LLMs
are trained on vast amounts of textual data and obtain pow-
erful textual generation abilities, which can enhance the
ST performance. This has been proven by recent stud-
ies that use LLMs as decoders for ST systems [14] or as
Generative Error Correction (GER) models to improve ST
qualities [15].

Speech-text parallel data is scarce, and it is even scarcer
when it includes emotion annotations. Therefore, leverag-
ing external models like LLMs to help the system under-
stand the correlation between emotion and language can
be greatly beneficial. However, to the best of our knowl-
edge, there have not been studies on utilizing LLMs for
emotion-aware ST. Therefore, this research aims to pio-
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neer the exploration of the effectiveness of emotion-aware
ST by: (a) adopting the LLM GER paradigm, (b) adding
emotion labels into the GER finetuning process. We will
introduce these two proposals in detail in the next section.

2 Method

2.1 Generation Error Correction

As shown in Figure 2, the GER paradigm consists of
two main parts: a pre-trained ST model for generating 𝑁-
best hypotheses, and an LLM finetuned to work as a GER
model to re-generate the translation prediction.

2.1.1 𝑁-best Hypotheses Generation
In order to generate inputs for the LLM GER model, A

pre-trained ST model is utilized to decode 𝑁-best hypothe-
ses from input speech with beam search. More specifically,
given an input speech 𝑆 in source language, the ST model
translates it into target language text by beam search de-
coding with a beam size of 𝑀 , which generates 𝑁-best
hypotheses list T𝑁 = {𝑇1, 𝑇2, ..., 𝑇𝑁 }(𝑁 ≤ 𝑀). In prac-
tice, we set 𝑁 = 𝑀 . The list serves as the preliminary
prediction and a part of the input for the LLM GER model.

2.1.2 GER Finetuning
Inspired by the methods proposed by [15], we leverage

LLMs to generate a final translation result based on the
decoded 𝑁-best hypotheses. We expect our model can
utilize the strong linguistic and reasoning ability of LLMs
to integrate the rich information in the inputs to generate
a higher-quality translation result. This new generative
paradigm can be formulated as:

𝑇 = 𝑀𝐸𝑆𝑇 (T𝑁 , 𝐼) (1)

where 𝐼 is a proper instruction for LLM prompting. The
goal of our model is to learn a mapping 𝑀𝐸𝑆𝑇 from 𝑁-best
hypotheses to the true translation. Following the typi-
cal sequence-to-sequence learning strategy, we employ the
ground-truth translation 𝑇∗ as the supervision signal and
optimize the LLM to learn 𝑀𝐸𝑆𝑇 in an auto-regressive
manner. The cross-entropy-based training loss is defined
as:

L𝐶𝐸 =
𝐿∑
𝑙=1

− logℙ𝜃 (𝑡∗𝑙 |𝑡∗𝑙−1, ..., 𝑡
∗
1; T𝑁 , 𝐼) (2)

ST Model

N-best Hypotheses Instruction

 GER Model   
 (LLM)

Adapter

                         

信じられない 
ありえない 

どうしてこんなことに 
… 

まじかよ 

Emotion Label 
Disappointment 

Speech

I can’t believe this 

Emotion Label 
as Input 

Emotion Label 
as Output

Translation

Figure 2 Overview architecture of our proposed model.

where 𝑡∗𝑙 is the 𝑙-th token of 𝑇∗, 𝐿 denotes the sequence
length, and 𝜃 denotes the learnable parameters in LLM
(i.e., adapter).

2.1.3 Parameter-Efficient Finetuning
Considering the large model size of LLMs, we adopt

the efficient finetuning strategy LLaMA Adapter [16]. It
inserts a set of learnable adaptation prompts into the top-𝐿
of total 𝐻 Transformer layers [17] in a pretrained LLM to
learn high-level semantics. We denote the prompt for 𝑙-th
layer as 𝑃𝑙 ∈ ℝ𝑈×𝐷 , where 𝑈 is the prompt length and 𝐷

is embedding size.
Assume we have 𝑀 tokens 𝑇𝑙 ∈ ℝ𝑀×𝐷 including in-

struction and already generated response, now we aim to
predict the (𝑀 +1)-th token as the response. The learnable
adaptation prompt is concatenated with𝑇𝑙 as the prefix, i.e.,
[𝑃𝑙;𝑇𝑙] ∈ ℝ(𝑈+𝑀 )×𝐷 , which provides learned instruction
knowledge to guide the subsequent response generation.

Furthermore, considering the prompt 𝑃𝑙 is randomly
initialized and thus could disturb the LLM tuning at the
early training stage, a zero-initialized attention mechanism
is devised to mitigate such disturbance.

2.2 Integration of the Emotion Labels

We incorporate emotion labels into the GER fine-tuning
process to investigate how emotional content influences
translation outcomes. We evaluate the following two ap-
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Table 1 Statistics of MELD-ST dataset for different language pairs (Lang.) and splits. There are 7 types of emotion labels: Neutral
(Neu.), Joy (Joy.), Sadness (Sad.), Fear (Fea.), Anger (Ang.), Surprise (Sur.), Disgust (Dis.); and 3 types of sentiment labels: Neutral
(Neu.), Positive (Pos.), Negative (Neg.)

Lang. Split Total Neu. Joy. Sad. Fea. Ang. Sur. Dis. Neu. Pos. Neg.
Train 8,069 3,836 1,284 603 209 982 917 238 2,518 1,715 3,836

en-ja Validation 1,008 482 176 84 31 116 97 22 482 229 297
Test 1,008 479 186 73 25 85 121 39 479 253 276
Train 9,314 4,402 1,571 656 232 1,096 1,096 261 4,402 2,084 2,828

en-de Validation 1,164 550 202 99 31 127 130 25 550 271 343
Test 1,164 550 218 92 32 102 131 39 550 288 326

proaches:

2.2.1 Emotion Labels as GER Inputs
We configure the GER model to generate translations

based not only on the decoded 𝑁-best hypotheses but also
on the ground-truth emotion labels. This approach allows
us to assess the upper bound of the improvement by in-
corporating emotional content. Then the paradigm can be
formulated as:

𝑇 = 𝑀𝐸𝑆𝑇 (𝐸,T𝑁 , 𝐼) (3)

where 𝐸 is the emotion label. The cross-entropy-based
training loss is defined as:

L𝐶𝐸 =
𝐿∑
𝑙=1

− logℙ𝜃 (𝑡∗𝑙 |𝑡∗𝑙−1, ..., 𝑡
∗
1; 𝐸,T𝑁 , 𝐼) (4)

2.2.2 Emotion Labels as GER Outputs
In practice, ground-truth emotion labels are unavailable,

necessitating their prediction. We propose using the GER
model to directly predict these labels. Consequently, based
on the hypotheses, the model first generates emotion labels
and then the translation. This approach can be considered
multitask learning for the GER model. Then paradigm will
be:

𝑂𝐸,𝑇 = 𝑀𝐸𝑆𝑇 (T𝑁 , 𝐼) (5)

where 𝑂𝐸,𝑇 is the concatenated sequence of 𝐸 and 𝑇 . The
cross-entropy-based training loss is:

L𝐶𝐸 =
𝐿∑
𝑙=1

− logℙ𝜃 (𝑜∗𝑙 |𝑜∗𝑙−1, ..., 𝑜
∗
1; T𝑁 , 𝐼) (6)

where 𝑜∗𝑙 is the 𝑙-th token of the ground truth of 𝑂𝐸,𝑇 .

3 Experiments

3.1 Dataset

In this study, we use the MELD-ST dataset [13], an
ST dataset in an emotionally rich situation, which con-
tains both English-Japanese and English-German language
pairs. The dataset is constructed from translations obtained
from a Blu-ray disk of TV series Friends and emotion la-
bels from the MELD dataset [18].

As in MELD, the utterances are labeled with 7 different
emotions and 3 different sentiments. We added both types
of labels into the LLM instructions in our experiments.
The dataset statistics are summarized in Table 1.

3.2 Settings

Models used for different parts in our proposed architec-
ture includes:

• ST Model: We use the state-of-the-art Seam-
lessM4T2 [7], a Transformer-based model that sup-
ports speech-to-text translation for up to 100 lan-
guages. Experiments are conducted with two model
sizes: medium and large.

• LLM GER Model: We select the popular LLaMA-2
[19] for our architecture.

• Adapter: We follow the default settings of LLaMA
Adapter [16]. The number of tunable Transformer
layers 𝐿 is set to 𝐻 － 1, which means all layers
except the first one are tunable with inserted prompts.
The prompt length 𝑈 is set to 10.

The batch size is set to 4, with accumulation iterations
set to 8 (i.e., the real batch size is 32). We train for 2
epochs with the AdamW optimizer [20], with the learning
rate initialized at 1𝑒−2 and then linearly decreased to 1𝑒−5
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Table 2 ST results on MELD-ST dataset.
Language Pair ST Model Size GER Model Emotion Labels BLEU BERTScore BLEURT

en-ja

Medium

no no 2.14 71.7 28.9
yes no 2.50 74.0 25.6
yes GER Input 3.50 74.1 26.5
yes GER Output 2.90 73.9 25.2

Large

no no 1.95 71.0 28.3
yes no 3.02 74.1 26.4
yes GER Input 3.58 74.1 25.8
yes GER Output 3.43 73.7 25.3

en-de

Medium

no no 10.25 75.8 50.3
yes no 10.02 76.7 52.2
yes GER Input 10.13 76.7 52.2
yes GER Output 10.54 76.9 52.7

Large

no no 11.73 76.2 52.7
yes no 10.96 77.0 54.0
yes GER Input 11.28 77.1 54.3
yes GER Output 11.07 76.8 53.5

during training.
We conducted experiments for two approaches for

adding the emotion labels: adding them as GER inputs to
provide an ideal scenario that represents the performance
upper bound, and adding them as GER outputs to provide
a more practical scenario. The proposed approaches are
compared with two baselines: one using the LLM GER
model without emotion labels and one without using the
LLM GER model at all.

3.3 Results

The results are presented in Table 2. To evaluate the
quality of translations, we use several evaluation metrics,
including BLEU, BERTScore, and BLEURT.

For the en-ja language pair, BLEU scores indicate that
the GER model shows an improvement over the original
SeamlessM4T model when both ST model sizes are con-
sidered. Incorporating emotion labels further enhances
this improvement. Using emotion labels as inputs to the
GER model provides a performance upper bound while
predicting these labels with the GER model results in a
slight reduction in performance gains. Although this pat-
tern aligns with our initial assumptions, it does not hold
across other evaluation metrics, such as BERTScore and
BLEURT.

Conversely, for the en-de language pair, we fail to ob-

serve similar trends, suggesting that the proposed method
does not apply universally across language pairs. A po-
tential explanation for this discrepancy is the greater cul-
tural differences between English and Japanese compared
to English and German, which might make emotions more
influential in translations between the former pair.

Upon reviewing the generated 𝑁-best list, we infer that
the lack of diversity in the list (e.g. a list of “ほんとに”,
“本当に ??”, “本当に”, “ホントに”, and “本当に ?”).
may limit the GER model’s ability to select appropriate
translations, even when taking emotional information into
account. This leads to the future direction of increasing the
diversity of the 𝑁-best list (e.g. by using temperature-based
sampling).

4 Conclusion
In this paper, we pioneer the investigation of emotion-

aware ST using LLMs. We propose to adopt the GER
method and integrate emotion labels into the GER fine-
tuning process. The experimental results show the effec-
tiveness on certain language pairs. We propose several
potential future directions to improve our method includ-
ing increasing the diversity of the 𝑁-best list and injecting
more acoustic information from the speech into the GER
finetuning process.
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