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Abstract
Machine translation (MT) systems often struggle with

handling gender distinctions in languages with grammati-
cal gender. In this paper, we evaluate the performance of
10 large language models (LLMs) in translating sentences
from English, using a dataset of sentences structured as “I
am [demonym].,” into masculine/feminine/neuter forms in
German, French, Italian, and Spanish. Our results indi-
cate that while most models demonstrated the ability to
generate gender-specific translations, they tend to produce
masculine forms more frequently than feminine. For en-
tries with non-existing official demonyms models either
apply linguistic rules to generate non-standard forms or
rely on alternative constructions.

1 Introduction
Machine translation (MT) bridges language barriers,

making communication and understanding easier and
faster. Thus, these systems have improved significantly
over the last decade. However, gender bias remains a sig-
nificant challenge for MT tools. Gender bias in a text is
the use of words or syntactic constructs that connote or
imply an inclination or prejudice against one gender [1].
This issue occurs due to contrastive linguistic settings that
necessitate disambiguation and explicitness in their repre-
sentation of gender [2].

This bias is especially pronounced when translating from
gender-neutral languages (e.g., English) into those with
grammatical gender (e.g., Spanish), where every noun is
assigned to a specific category, such as masculine, fem-
inine, or neuter. This categorization affects how related
words such as adjectives, pronouns, and verbs agree with
the noun in gender and number. The number of grammat-
ical gender classes ranges from two to several tens [3]. In

Figure 1 Selected examples from a dataset structured as “I
am [demonym].” with input in eng (English) and translations
into target languages: deu (German), fra (French), it (Italian),
and spa (Spanish). Colored text indicate gender-specific forms:
masculine (m), feminine (f), and unmarked for neuter (n).

this study, we focus on the previously mentioned three cat-
egories, as they represent the most common grammatical
gender classifications in Indo-European languages, which
comprise the majority of languages with grammatical gen-
der and benefit from relatively strong digital support.

In cases where either gender may be a correct transla-
tion, MT systems tend to provide only one option, often
due to stereotypical associations [4]. Alternatively, this
behavior can arise from grammatical conventions, where
defaulting to a specific gender is standard practice when
the gender is unknown. However, this approach is unsuit-
able for first-person sentences, such as “I am Ukrainian.,”
where the speaker’s gender is inherently known and should
be reflected in the translation.

With this in mind, we create a dataset1）with the sen-
tence structure “I am [demonym].” (Figure 1) designed
to evaluate how decoder-only models handle English-to-
X translation, where X is a language with grammatical
gender. Despite large language models (LLMs) generally
lacking the precision of neural machine translation (NMT)
systems in traditional MT tasks [5, 6, 7], we aim to explore
whether these models can generate all possible gendered

1） https://github.com/cl-tohoku/ngo hh gender bias

dataset
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forms in their outputs. Additionally, we use the gender ac-
curacy metric to measure exact matches and manually an-
alyze other possible translations. Using a simple prompt,
we demonstrate that modern LLMs can provide both gen-
dered options even without explicitly specifying them in the
prompt. Our results show that Claude [8, 9, 10] consistently
outperforms GPT [11, 12, 13, 14] models, while Gem-
ini [15] models exhibit competitive performance across
most languages. We also show how models behave in
cases of ambiguous sentences where the exact translation
is undetermined due to the absence of an official demonym.
In such instances, models either rely on linguistic inference
to construct plausible gendered forms or opt for alternative
phrasings, such as “I am from [country/region].,” to main-
tain grammatical correctness and fluency.

2 Related Work
Gender bias in MT has been extensively studied, mostly

focusing on English as a source language and high-resource
target languages (e.g., Spanish, Arabic). Bias often arises
from stereotypical associations or grammatical conven-
tions, leading models to favor one gender over another
when ambiguity exists. For example, WinoMT bench-
mark [16], MuST-SHE [17] and MMHB [18] were intro-
duced to evaluate gender bias in MT systems, revealing
the translation tools not only reflect biases present in the
training data but also tend to default to one gender more
frequently [19].

To address the task of generating equitable translations,
one approach involves the use of a post-editing tech-
nique. The most popular solution is Google Translate’s
post-translation gender rewriter [20]. This method cre-
ates an initial translation, checks for gender-specific terms,
rewrites to include alternative genders, and ensures the only
difference is gender. At the moment, this system covers a
limited amount of high-resourced languages.

With the advent of LLMs, several studies have evaluated
the performance of different models on machine transla-
tion tasks and gender bias. These include LLaMa [21],
Flor [21], and some commercial products based on GPT
such as ChatGPT [22], Gemini [22], and PALM [23].
While base LLMs tend to lag behind NMT models in
translation capabilities, recent research has shifted focus
toward leveraging prompts to mitigate gender bias rather
than solely improving the underlying model. This move

is driven by evidence that LLMs allow for more con-
trol over output properties, making prompt engineering
an effective tool for reducing bias. For instance, prompt
structures have been shown to reduce gender bias by up
to 12% on the WinoMT evaluation dataset compared to
simpler prompts [21]. Another paper demonstrates that
LLaMa’s gender-specific translation accuracy consistently
outperforms NLLB’s, with a comparable level of gender
bias [24].

3 Methodology

3.1 Dataset

For our experiment, we have created a dataset consist-
ing of sentences structured as “I am [demonym].” in En-
glish (eng) along with their translations into German (deu),
French (fra), Italian (it), and Spanish (spa) for masculine
(m) and feminine (f), or neuter (n) forms (Figure 1). The
dataset was compiled using the official demonyms of the
193 member states of the United Nations [25], ensuring
comprehensive global representation. Translations were
sourced from publicly available resources, such as lan-
guage learning websites. To maintain alignment with in-
ternational standards and avoid potential geopolitical sen-
sitivities, unrecognized or partially recognized countries
as well as observer states were excluded.

While most translations matched the structure “I am [de-
monym].,” a small number of entries could not be trans-
lated because the target languages do not have an offi-
cial demonym. For example, in German, for “I am Emi-
rati.”, there is no official masculine, feminine, or neutral
demonym, leaving these fields blank. These N/A entries
are included to analyze how models handle cases of absent

Table 1 Counts of masculine, feminine, neuter, and N/A entries
for each language. N/A entries denote cases where the translation
cannot be precisely matched due to the absence of an official
demonym. In such instances, alternative expressions structured
as “I am from [country/region]” are commonly used in place of
“I am [demonym].”

Language Masculine Feminine Neuter N/A

eng - - 193 -
deu 187 187 2 4
fra 170 170 23 -
it 125 125 65 3
spa 144 144 49 -
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Table 2 Gender accuracy of GPT, Gemini, and Claude models for each language and their average (avg.) performance across all
languages. Results are reported as percentages in the format “masculine / feminine / neuter.” Highest value per language for
each gender is in bold, while underlined indicates the lowest score.

Model deu fra it spa avg.

gpt-3.5-turbo 75.9 / 7.0 / 50.0 82.4 / 18.8 / 82.6 61.6 / 45.6 / 53.8 88.2 / 57.6 / 67.3 77.6 / 29.6 / 63.3
gpt-4 73.3 / 1.6 / 0.0 85.9 / 0.6 / 82.6 83.2 / 0.0 / 73.8 84.7 / 0.0 / 59.2 81.3 / 0.6 / 69.1
gpt-4-turbo 79.7 / 26.2 / 100.0 88.8 / 25.9 / 87.0 86.4 / 65.6 / 78.5 85.4 / 34.7 / 57.1 84.8 / 35.9 / 72.7
gpt-4o 84.0 / 71.1 / 100.0 86.5 / 81.2 / 82.6 88.0 / 83.2 / 81.5 91.0 / 61.8 / 73.5 87.1 / 74.1 / 79.1
gpt-4o-mini 70.1 / 62.6 / 50.0 85.3 / 72.9 / 87.0 84.8 / 75.2 / 81.5 88.9 / 59.7 / 65.3 81.5 / 67.3 / 76.3

gemini-1.5-flash 72.2 / 55.6 / 0.0 80.6 / 78.8 / 82.6 82.4 / 73.6 / 81.5 86.8 / 71.5 / 67.3 79.9 / 69.2 / 75.5
gemini-1.5-pro 80.7 / 74.9 / 100.0 88.8 / 86.5 / 91.3 89.6 / 80.0 / 84.6 91.7 / 61.1 / 73.5 87.2 / 75.9 / 82.0

claude-3-opus 82.9 / 76.5 / 50.0 88.8 / 86.5 / 91.3 88.0 / 83.2 / 75.4 93.1 / 68.8 / 79.6 87.9 / 78.8 / 79.1
claude-3.5-haiku 78.1 / 65.8 / 50.0 86.5 / 84.7 / 73.9 85.6 / 78.4 / 75.4 88.2 / 63.9 / 61.2 84.2 / 73.0 / 69.8
claude-3.5-sonnet 88.2 / 86.6 / 100.0 87.6 / 87.1 / 100.0 89.6 / 85.6 / 78.5 91.7 / 66.7 / 77.6 89.1 / 81.9 / 82.0

translations (Table 1).
This dataset was specifically designed rather than using

existing ones to address the following considerations. First,
since the gender ratio in the human population is generally
close to 50/50, using demonyms offers a more balanced
and neutral representation compared to datasets focused
on stereotypical and non-stereotypical gender associations
for different occupations [26] (e.g., “doctor” “nurse,” or
“engineer”). Such datasets often reflect societal biases
and skewed gender associations toward traditional roles.
Additionally, they cover a limited number of languages
and are primarily focused on high-resource language pairs.
On the other hand, our dataset is simpler, which makes
scaling to other languages in future work time-efficient
and cost-effective.

3.2 Models

In this paper, we use API-based access to three popular
families of state-of-the-art LLMs to evaluate the gender-
specific translation task. Specifically, we experiment with
OpenAI’s2）GPT-3.5-turbo, GPT-4, GPT-4-turbo, GPT-
4o, and GPT-4o-mini. From Google DeepMind,3）we
use Gemini-1.5-Flash and Gemini-1.5-Pro. From An-
thropic4）we include Claude-3-Opus, Claude-3.5-Haiku,
and Claude-3.5-Sonnet.

To ensure a fair comparison, we employ the same prompt
across all models:

2） https://openai.com/about/

3） https://deepmind.google/

4） https://www.anthropic.com/

Can you translate the following sentence into

<target language>: <sentence in English>

We use this scenario because it is probably closer to how
an MT-user would prompt since they are not necessarily
aware of the fact that the target language might differ from
the source in terms of gender marking [2].

3.3 Evaluation

For performance evaluation, we use gender accuracy –
the percentage of instances the translation had the correct
gender [16]. However, since the input sentence is neuter,
there is a lack of information about gender. Therefore, we
compute the metric per gender to identify the bias.

For sentences with absent reference translations (4 en-
tries in German and 3 - in Italian), we focus on analyzing
the outputs provided by the models rather than evaluating
the translations.

4 Results and Analysis
As shown in Table 2, Claude-3.5-sonnet outperformed

other models, achieving the highest accuracy for all gender
forms in multiple languages. Other Claude models also
show high results with a difference between 5%− 10%. In
contrast, GPT-3.5-turbo achieved the lowest average score
of 77.6/29.6/63.3. Notably, GPT-4 strongly defaulted to-
wards masculine output, leading to significantly lower fem-
inine accuracy. Newer models, GPT-4o and GPT-4o-mini,
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Table 3 Example of LLMs handling N/A entries (when an
official demonym is unavailable, making an exact translation un-
feasible) in the English-to-German direction. Colored text in-
dicates gender-specific forms: masculine (m), feminine (f), and
unmarked for neuter or only one output option (m/n). The (m/n)
notation indicates cases where only one translation was provided,
making it unclear whether the model intended the output as mas-
culine or neuter based on the ending.
Highlighted text represents alternative translations where “aus”
means “from” and “Trinidad” refers to the region name.

Source I am Trinidadian.
Expected output -

gpt-3.5-turbo Ich bin aus Trinidad.
gpt-4 Ich bin Trinidader. (m/n)
gpt-4-turbo Ich bin Trinidadier. (m/n)
Gpt-4o Ich bin Trinidadier. (m/n)
Gpt-4o-mini Ich bin Trinidadier. (m/n)

gemini-1.5-flash
Ich bin Trinidadier. (m)
Ich bin Trinidadierin. (f)

gemini-1.5-pro
Ich bin Trinidader. (m)
Ich bin Trinidaderin. (f)

claude-3-opus Ich bin Trinidader. (m/n)

claude-3.5-haiku
Ich bin Trinidadier. (m)
Ich bin Trinidadierin. (f)

claude-3.5-sonnet
Ich bin Trinidader. (m)
Ich bin Trinidaderin. (f)

showed substantial improvements in providing both gen-
der forms. Their performance is comparable to that of
Gemini models. On average, masculine forms still appear
in a greater frequency than feminine forms, yet the dif-
ference is approximately 12.5%. Despite this, the results
demonstrate significant progress in gender-specific tasks.

Analyzing N/A entries, where official gender-specific
forms are not approved yet, reveals interesting patterns in
model behavior. In these cases, models often rely on gram-
matical inference to construct outputs, applying linguistic
rules to generate non-standard forms (Table 3). While
these forms demonstrate the model’s ability to generalize
and adapt linguistic rules, they also highlight a tendency to
prioritize grammatical plausibility over cultural or contex-
tual accuracy.

In other cases, models generate alternative translations
that are similar in meaning (Table 3), effectively avoiding
the need for a gender-specific term. This approach is often

the best strategy when no official demonym exists, ensuring
grammatical correctness and fluency.

However, this behavior was also observed in cases where
official demonyms exist. For example, for “Djibouti”
claude-3.5-sonnet avoided using the officially recognized
forms (“Yibutiano” or “Yibutiana” in Spanish) and instead
generated output “Soy de Yibuti.” (“I from Djibouti.”).

5 Conclusion and Future Work
In this paper, we explored the capabilities of LLMs to

produce gender-specific translations using a purpose-built
dataset. Our results demonstrate that Claude-3.5-sonnet
consistently achieves the highest accuracy across gender
forms and multiple languages, with other Claude and Gem-
ini models also performing strongly. We also recognize
that GPT-4 struggled to provide balanced translations, fre-
quently relying only on masculine outputs and neglecting
feminine forms, an issue that appears to have been ad-
dressed in the later GPT-4o and GPT-4o-mini models.

We observed that the models applied different strategies
for handling N/A entries, such as grammatical inference
or generating alternative constructions. While these ap-
proaches were effective in maintaining grammatical cor-
rectness, they sometimes deviated from expected outputs,
even when official demonyms were available.

In future work, we aim to expand the dataset by including
more languages with grammatical gender, particularly low-
resourced ones, to enable broader evaluation and analysis.
Furthermore, conducting experiments with other gender-
neutral source languages, such as Japanese, would provide
valuable insights into how models handle different direc-
tions.
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