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Abstract
Media bias detection requires comprehensive integra-

tion of information derived from multiple news sources.
Sentence-level political bias detection in news is no ex-
ception, and has proven to be a challenging task that re-
quires an understanding of bias in consideration of the
context. Inspired by the fact that humans exhibit varying
degrees of writing styles, resulting in a diverse range of
statements with different local and global contexts, previ-
ous work in media bias detection has proposed augmenta-
tion techniques to exploit this fact. Despite their success,
we observe that these techniques introduce noise by over-
generalizing bias context boundaries, which hinders per-
formance. To alleviate this issue, we propose techniques to
more carefully search for context using a bias-sensitive,
target-aware approach for data augmentation. Our ap-
proach outperforms previous methods significantly when
combined with pre-trained models such as BERT.

1 Introduction
Biased media have the potential to sway readers in po-

tentially detrimental paths. Therefore, it is crucial to unveil
the true nature of media bias. We think bias detection is
important as a proxy or mechanism to assess the quality
of information in news media. As stated by [1], there is
no problem with the existence of narratives in substandard
journalism, rather poor professionalism. A study by [2]
suggests that indeed media has a sizable political impact
on voting, where for example [3] found significant effect
of exposure to Fox News in increased turnout to the polls.

Bias in news from different aspects has been studied
in the past, where for example [4] and [5] created news
quality corpus of 561 articles and study how various news
constituents characterize the quality of editorial articles.
While these works are highly relevant to the bias problem,

they did not specifically or directly target at the issue.
Foundational work in political bias was performed by

[6], who released a human-annotated dataset named Bias
Annotation Spans on the Informational Level (BASIL),
containing 300 fine-grained bias annotations. Concretely,
political bias is identified at the sentence-level, where spans
are annotated and a target (the main entity) is identified, in
addition to a few other labels. Significantly, BASIL stands
as the first dataset to be annotated with different types of
bias. Informational bias, which depends broadly on the
context of the sentence [7] and arises from manipulation of
information or selective presentation of content in a factual
way, e.g., use of quotes, to evoke specific reader’s emotions
towards news entities [6, 8], and lexical bias, which stems
from the choice of specific words or linguistic phrases that
influence the interpretation of a subject, and perpetuate
the understanding of information [9, 10, 11] are present
in BASIL. To the best of our knowledge, BASIL is the
first dataset that annotates informational bias together with
specific targets.

With the release of BASIL, work on political bias de-
tection has mostly focused on informational bias, with
a strong emphasis on informational context within and
across news media articles, as informational bias is highly
content-dependent. In the seminal work, [8] feed the whole
document/article as context for sentence-level bias classi-
fication. Though this approach worked relatively well in
practice, using long documents in this context brings con-
siderable noise, redundancy and can increase vocabulary
size, which can ultimately decrease the performance of the
classifier as evidenced by previous work [12]. Moreover,
as shown by [13], detecting bias at article level remains
even more challenging and difficult task.

In light of this issue, several works have recently fo-
cused on introducing more specific contextual information
to perform classification [14, 8, 12]. While the aforemen-
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Source Target Index Sentence Bias

FOX 0 President Obama health care plan treats the
treasured entitlement like a piggy bank, while
the Romney-Ryan plan preserves it.

Inf

HPO 4 If any person in this entire debate has blood
on their hands in regard to Medicare, it’s
Barack Obama.

Inf

NYT

Obama
Cam-
paign

4 Now when you need it, Obama has cut $716
billion from Medicare.

Inf

Table 1: Bias sentences extracted from event 0 of BASIL
with three news media sources, FOX (0fox; source:fox,
event:0), HPO (0hpo; source:hpo, event:0), and NYT
(0nyt; source:nyt, event:0), showing a single event can ex-
hibit similar targets and bias types to manifest event-based
target aware context.

tioned approaches have resulted in improved performance,
we think their applicability is limited. On one hand, ar-
ticles in BASIL have no overall bias label, instead each
sentence is labeled as evidence of a certain kind of bias
or as a neutral statement, suggesting that these should
be treated separately when detecting different kinds of
bias. Previous studies [15, 16] have already shown that
on document-level classification, paragraphs can belong to
multiple categories, which [13], also observed on BASIL,
where paragraphs belong to either informational bias, lex-
ical bias or no bias spans. Furthermore, as highlighted by
[13], by mixing contexts of informational and lexical bias,
it becomes difficult for the model to distinguish and predict
different type of bias, which may result in lower model
performance.

In this work, we provide a framework to generate more
consistent and similar bias contexts to improve perfor-
mance. As shown in Table 1, each instance of annotated
bias span also identifies the “target”, i.e., the main entity
or topic of the sentence that is also annotated in BASIL.
Using this information, our key insight is to create event-
level contexts that are target-aware and also sensitive to the
bias label. For example, for the target “Obama Campaign”,
sentences from three different news sources are combined
to form a single contextual example for informational bias
classification, as highlighted in light gray. Inspired by
ideas from modeling context in informational bias detec-
tion [8, 13, 12], our approach is able to augment examples
with richer contexts and less noise. Following recent work
[17, 8, 12], we tackle a bias detection task of INF/OTH
using data from BASIL.

Through extensive experimentation, we demonstrate the

effectiveness of our approach by obtaining state-of-the-
art performance on all of our studied tasks. In addition,
our holistic view on bias enables us to unveil inconsistent
terminologies used for contextual information of BASIL,
therefore we gather such contexts to improve clarity and
uniformity, and to avoid previous work problems as indi-
cated in our comparison with the state-of-the-art.

2 Related Work
Media bias has been scrutinized often with nuanced vari-

ations and under different contexts through diverse termi-
nologies. [18] proposed attention-based model to capture
high level contexts of news articles including title, link
structure, and news information using both textual con-
tent and network structure to leverage cues from multiple
views. Contextualized representations of sentences for bet-
ter understanding of documents are studied using numer-
ous pre-trained language models [14, 10]. Inspired from
[14], [8] work on BASIL to propose several context in-
clusive models on article and event context, and use three
BiLSTMs for encoding FOX, HPO, NYT news documents
as triplets. Building upon existing study of [8], [12] use
multi-level graph attention networks for bias detection by
MultiCTX model that use contrastive learning from sen-
tence embeddings to discriminate target sentences. An-
other recent study on BASIL [19] built distillation models
on top of RoBERTa for informational bias classification
and explore different types of local and global discourse
structures. Similarly, article-level bias classifiers [13] use
second order bias features of BASIL to manipulate context
information using uncased BERT. Using BASIL, BERT
by [20] remain as a major baseline model in majority of
previous studies [8, 12]. [13] find that fine-tuned BERT
has a strong efficacy and use it to reimplement [6] results.
In light of the findings, our proposed approach also utilize
BERT [20].

3 Proposed Approach

3.1 Bias-Aware Neighborhood Context

Previous work has shown that phrases surrounding a
sentence annotated with bias can be used as local context
to perform bias classification, and that this local context
can contribute to the ability of models to identify and label
types of bias. However, by ignoring the nature of these
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Target
Sentences Target-aware examples

Article-level Event-level
Total

FOX HPO NYT FOX HPO NYT

18
Benjamin Netanyahu 1 - - 1 - - - 1
Barack Obama 5 1 - 10 1 - 5 (fox × hpo) 16
Secure America Now - 2 2 - 1 1 4 (hpo × nyt) 6

Total within Art. = 14 9 23

22
Hillary Clinton 5 - 3 10 - 3 15 (fox × nyt) 28
Barack Obama 2 2 - 1 1 - 4 (fox × hpo) 6
Nancy Pelosi 1 - - 1 - - - 1

Total within Art. = 16 19 35

Table 2: Detail of the number of contextualized instances
obtained by applying our proposed ABTA and EBTA to a
set of the original examples from BASIL, in this case taken
from events (E) 18 and 22, for the case of informational
bias.

sentences, existing approaches that utilize neighborhood
context [8, 12] can run into problems by introducing am-
biguous content, for example when adding sentences that
are annotated with the opposite bias. As shown by [8], this
can also lead to massive data leakage problems across train
and test sets.

To account for the disparity in how different bias con-
texts are overlooked in previous work, in this paper, we
propose to care for the bias label of neighboring sentences,
advancing to generate Bias-Aware Neighborhood Contexts
(BANC), and adding neighboring sentences to the model
input as long as they have a related bias label. See Ap-
pendix B for the detailed description.

3.2 Target-Aware Context

While our neighboring approach helps identify local
context relevant for bias classification, we believe that
global context, either at the article or event levels, can
also be exploited. To that end, we note that BASIL con-
tains annotations that also identify the “target” of a given
sentence where informational bias is present. This “tar-
get” label refers to the main entity or topic of the sentence
that is annotated, with some of the most prominent targets
in BASIL being entities or people that lie at the core of
news reports, such as Donald Trump, Romney Campaign,
Secure America Now, among others.

We further note that although the frequency of appear-
ance of a given “target” varies substantially, as long as we
keep the annotated label constant (e.g., informational), the
context remains the same. This motivated us to gather all
surrounding linguistic cues pertaining to a specific target
at both the article-level and event-level. Concretely, we

create target-aware contextual information by making use
of all possible combination spans having the same bias
and target, and propose article-based target-aware (ABTA)
and event-based target-aware (EBTA) contexts, which we
explain below.

As show in Table 2, using ABTA context, for instance,
the target “Barack Obama” which has 5 sentences anno-
tated with informational bias in the FOX article and 1 in
HPO, generates all possible combinations of two sentences
within FOX giving us 10 contextualized examples, and 1
same example in HPO because this article has only one
sentence, respectively. Note that possible combinations of
sentences within articles are combined in groups of two
only, which we do to emulate the natural distribution of
occurrence of sentences with the same bias and same “tar-
get”.

EBTA contexts shown in the “Event-level” column in
Table 2, are computed for common targets across articles,
for instance, the same target “Barack Obama” with infor-
mational bias appear across FOX and HPO with 5 and 1
sentences, therefore all unique possible combinations in
groups of two generates 5 new contextualized examples
across the two aforementioned articles. Finally, following
the example in the table for “Barack Obama”, the com-
bined contexts of ABTA and EBTA give us a total of
10+1+5 = 16 contextualized informational bias examples
for a single target.

Because of the way in which we combine sentences, it is
evident that our approach is significant in providing contex-
tualized examples for infrequent targets as well, therefore
also contributing towards mitigating imbalanced bias dis-
tribution and skewed nature of “targets” as observed in
BASIL articles [13].

Using our target-aware techniques, we observe a four-
fold increase of examples for informational bias detection
(1,221 original BASIL sentences v/s 4,987 contextualized
examples). Please see Appendix C for the most frequent
“targets” in BASIL. Finally, based on successful results
reported by previous work [21, 17], we additionally use
a backtranslation approach to generate more data, which
we apply to our contextualized samples using Spanish as a
pivot language.

By incorporating multiple viewpoints in our neighbor-
hood and target-aware contexts, we facilitate our model in
providing a broad and inherent semantics of biased targets
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Model
INF / OTH

Acc. P R INF F1

Neighborhood Context
SSC-5 [8] - 41.90 36.16 38.19
SSC-10 [8] - 43.84 34.88 38.22
WinSSC-5 [8] - 42.28 36.94 38.67
WinSSC-10 [8] - 43.20 35.12 37.44
RoBERTa [8] - 43.12 41.29 42.16
MultiCTX [12] - 47.18 44.01 45.53
BERT + BT [17] 83.86 51.22 46.32 50.70
BERT + BANC (ours) 83.72 49.07 45.32 48.90
BERT + BANC + BT (ours) 85.31 50.08 48.12 52.07

Article Context
WinSSC [12] - 41.47 34.37 37.58
ArtCIM [8] - 38.81 47.78 42.80

Event Context
EvCIM [8] - 39.72 49.60 44.10
EvCIM [12] - 47.07 44.64 45.81

BERT [13] - 58.62 32.08 41.46
RoBERTa [19] - 43.53 49.84 46.47
MultiCTX [12] - 47.78 44.50 46.08
BERT + ABTA + EBTA (ours) 84.36 52.78 47.74 52.91
BERT + ABTA + EBTA BT (ours) 86.05 54.10 49.82 54.46
BERT + BANC + ABTA + EBTA (ours) 84.90 55.60 53.93 56.88
BERT + BANC + ABTA + EBTA + BT (ours) 86.40 59.22 53.12 58.15

Table 3: Comparison of our approach with previous work,
separated by usage of context. We report average results
of three runs with different random seeds. In the Table,
Acc, P, and R stand for Accuracy, Precision and Recall
respectively. BT denotes the augmentation approach from
[17], who are also the only authors to report accuracy.

to manifest variations in bias representations. Our exper-
iments will further demonstrate the impact of proposed
context in different training settings.

4 Results and Experiments
See Appendix A for experimental setup and implemen-

tation details.
Baselines We consider multiple contextual models

that address the detection of informational bias, for exam-
ple, SSC (Sequential Sentence Classification) [22] and its
variant WinSCC (windowed Sequential Sentence Classifi-
cation) [8], RoBERTa, ArtCIM for target sentences within
an article, and EvCIM for triplets of articles covering the
same event [8, 12]. [12] further proposed MultiCTX model
and reproduce the results using WinSCC and EvCIM for
informational bias detection. We also compare against
the fine-tuned RoBERTa model [19], as well as BERT
[17, 13, 20, 6].

We compare our model with various baselines against
most studied INF/OTH bias task of BASIL using contex-
tual information as indicated by prior work [17]. Based
on our comprehensive analysis on how prior studies use
different contexts on BASIL, we align similar contexts of
our proposed method to allow meaningful comparisons as
shown in the Table 3, using three corresponding sections.
To compare with previous work where only within article
context is used, we concretely utilize our top performing
models for comparison, i.e., BERT combined with 100%
BANC (BERT + BANC), and with backtranslation (BERT
+ BANC + BT). Similarly, prior work using event con-
texts are compared with our BERT model trained on 100%
target-aware (BERT + ABTA + EBTA), and with back-
translation (BERT + ABTA + EBTA + BT), respectively.
Since MultiCTX by [12] uses multi-contrast learning of
both article and event contexts, we compare and use our
best BERT model with fusion of both proposed context
techniques (BERT + BANC + ABTA + EBTA), and with
backtranslation (BERT + BANC + ABTA + EBTA + BT),
which in essence is our final model. Based on our results,
and supporting findings of our ablation study, both BANC
and target-aware (ABTA & EBTA) hold significance in our
approach, however target-aware contexts contributes more
than BANC parallel to previous findings [12]. Our ap-
proach outperforms previous work significantly, obtaining
an F1-score of 58.15 in INF label.

5 Conclusion
We study a challenging and significant task of detecting

misinformation and shed light on bias prevalence in news
media. Our work focus on incorporating bias sensitive
(BANC) and target-aware contexts (ABTA & EBTA) for
sentence-level bias detection tasks. Our model encompass
the process by which individuals acquire new knowledge
in real-world settings, i.e., gathering the associated type of
bias from common news media targets covering the same
event coupled with experiences, and subsequently utiliz-
ing such contexts to make predictions about unfamiliar
aspects. Our model concretely outperforms classification
performance of strong baselines, and we find that the best
performance is achieved when target-aware contexts are
combined with BANC, and our methodological standpoint
in using small-augmented data of frequent targets suggests
that our model is better at recognising bias in media.
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A Experimental Setup
To streamline the comparison with prior work [8, 12],

we use a 10-fold cross-validation setting where bias-aware
neighborhood and event-based target aware contexts never
appear at the same time in non-overlapping train-val-test
split sets of 80-10-10, respectively. Average performance
of our model using three seed runs is reported in all our
experiments.

For the sentence-level bias detection, we perform of in-
formational bias i.e., INF/OTH bias task. Inspired by [17],
for INF/OTH bias task we combine BANC, EBTA and
ABTA with backtranslation of informational bias samples.

We refer to the original set of examples in BASIL, with-
out augmentation as “regular”. We do not perform any
augmentation techniques for the testing examples . Fur-
thermore, to examine the effectiveness of our proposed
components in ablation studies, regular BASIL examples
[6] are augmented with BANCand target-aware contexts in
fractions of 10%, 20%, 30%, 40%, 50%, 100%, and 100%
with BT (additional backtranslated examples).

Implementation Details We use the PyTorch to im-
plement our models, borrowing from HuggingFace, our
classifiers are based on BERT-base [20], and all our mod-
els are trained with 5 × 10−5 as learning rate, 32 as batch
size, and 15 as a maximum epoch count. We utilize a
server with an NVIDIA V-100 GPU for our experiments.

Index Position Sentence Bias

2 Neighbor The fact is that every day that passes, Iran
gets closer and closer to nuclear arms, Mr.
Netanyahu is shown saying.

-

3 Target For dramatic effect, a soundtrack fit for an
episodic drama like Homeland plays as the
prime minister continues.

INF

4 Neighbor The world tells Israel, Wait. There’s still
time.

-

5 Neighbor And I say wait for what? -
6 Neighbor Wait until when? -

Table 4: An article of New York Times section extracted
from BASIL showing bias-aware neighborhood context of
informational bias in blue.

B Bias-Aware Neighborhood Con-
text
Table 4 shows an example of how this procedure works.

Since, our approach is bias-sensitive, to generate a BANC
for informational bias classification, we combine sentences
with indices 2, 3 and 4 as highlighted in blue. According

to the same principle, for cases where the first sentence
of an article has bias, next sentence is checked and com-
bined, whereas in the event where it is last sentence, former
sentence gets checked and successively combined.

C Most Frequent Targets
Table 5 shows a detailed explanation on target-aware

context generation for the most frequent “targets” in
BASIL.

Target Target Aware Context

Sentences Possible Combinations

Donald Trump 340 2767 (Inf: 2386, Lex: 381)
Barack Obama 119 619 (Inf: 479, Lex: 140)
Barack Obama* 156 870 (Inf: 705, Lex: 165)
Hillary Clinton 62 327 (Inf: 292, Lex: 35)
Democratic Lawmakers 36 119 (Inf: 97, Lex: 22)
Joe Biden 32 325 (Inf: 241, Lex: 84)
Paul Ryan 25 122 (Inf: 97, Lex: 25)

Table 5: Most frequent bias targets in BASIL across events
and their possible combinations using target-aware con-
text. Barack Obama* includes three similar targets: Barack
Obama, Obama’s administration, Sasha and Malia Obama
with 119, 21, and 16 bias sentences.
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