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Abstract
In this paper, we propose a method for generating pseudo

data for WMT22 Translation Suggestion task using word
alignments. Furthermore, we also adopt the method of
Data Augmentation to improve the final performance of the
models. Meanwhile, we propose to apply the pre-trained
mT5 model to WMT22 Translation Suggestion task. For
the results, our proposed approach exceeds the baseline
on the Translation Suggestion direction of En-Zh pairs.
In addition, the performance of the mT5 model illustrates
the possibility of applying pre-trained seq2seq model to
WMT22 Translation Suggestion task.

1 Introduction
With the development of the machine translation field,

an increasing number of specialized tasks and demands
are being continually proposed. Post-editing is known as
editing machine translation to improve its quality. How-
ever, manual post-editing is costly, leading to the proposal
of methods which aim to assist post-editing. Translation
Suggestion (TS) is one of these methods, which has proven
its ability in improving the efficiency of post-editing [1] [2].
To spur the research in TS task, Yang et al. [3] have created
a golden corpus dataset, WeTS, for TS task. Besides this,
due to the scarcity of WeTS, Yang et al. [3] also propose
several methods for generating pseudo data1）. As for the
model, Yang et al. [3] propose the segment-aware self-

1） They use fast-align [4] as one of the methods to generate pseudo
data. In their experiments, they have confirmed that fast-align outper-
forms TERCOM [5]. Meanwhile, Arase et al. [6] have confirmed that
OTAlign outperforms fast-align. In this paper, we assume that higher
quality word alignment would contribute to generate higher quality
pseudo data. Although we do not provide the details, the experimen-
tal results show that models pre-trained by pseudo data generated by
OTAlign outperform models pre-trained by pseudo data generated by
TERCOM.

attention based Transformer for TS task. Through their
work, we obtain a benchmark for TS task, including gen-
erating the pseudo data, model training and evaluation.

In this study, we propose methods for generating pseudo
data for TS task by using word alignments which are gener-
ated by OTAlign [6]. Meanwhile, we also use the method of
data augmentation for TS task. As for the model, we adopt
the mT5-base model [7] which is a large-scale pre-trained
model. By applying these methods, the final results exceed
the baseline, demonstrating the feasibility of our proposed
approaches.

2 Related Works
Since Yang et al. [3] provided a benchmark for TS. There

have already been some achievements related to this task.
Mao et al. [8] used the ΔLM as their backbone model.
ΔLM is a pre-trained multilingual encode-decoder model,
which outperforms various strong baselines on both nat-
ural language generation and translation tasks. For the
training data, they construct the pseudo data with two dif-
ferent methods according to its constructing complexity.
In their experiments, they find that accuracy indicator of
TS can be helpful for efficient PE in practice. On the other
hand, the main efforts of Zhang et al. [9] are paid on build-
ing the pseudo data. In addition to randomly mask the
sub-segment in target reference, they use a quality estima-
tion model to estimate the translation quality of words in
translation output sentence and select the span with low
confidence for masking. Then, an alignment tool to find
the sub-segment corresponding to the span in the reference
sentence and use it as the alternative suggestion for the
span.

From these works, we find that there are two main ways
to improve the final performance of Translation Suggestion.
The first method is to construct a more efficient model or
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apply some pre-trained models which is suitable for the
Translation Suggestion task. Another method is to find
well organized ways to generate the pseudo data as the
amount of the golden corpus is limited.
3 Training Models for Translation
Suggestion Task
The TS task can be described as a sequence input of the

source language sentence 𝑠 concatenates the masked trans-
lation 𝑚−𝑤 ,and a sequence output of the target translation
suggestion 𝑡. The input to the model is formatted as:

[𝑠;< 𝑠𝑒𝑝 >;𝑚−𝑤 ] (1)

where [; ] means concatenation, and < 𝑠𝑒𝑝 > is a special
token used as a delimiter. Following the benchmark [3]
method, we apply the pseudo data to pre-train the model.
After pre-training, we fine-tune the model by utilizing the
golden corpus of WeTS. For more information about TS,
please refer to the appendix A.
4 Generating Pseudo Data for Trans-
lation Suggestion Task
Since the high costs and labor-consuming of creating

the golden corpus, as well as the difficulty of training a
model for Translation Suggestion task with scare amounts
of golden corpus data, it becomes imperative to generate
the pseudo corpus automatically. In order to achieve this
goal, we firstly collect the parallel English-Chinese data
from the United Nations Parallel Corpus v1.0 dataset.2）

For English-Chinese corpora, we remove sentences that
are shorter than 50 words or longer than 200 words. Af-
ter this operation, we finally get a size of around 10M
corpora.Then we get the machine translation by feeding
the English sentences of the cleaned corpus into a corre-
sponding fully-trained NMT model. Finally, we can gen-
erate pseudo corpus data by utilizing the cleaned English-
Chinese corpus and the Chinese machine translation.
4.1 Generating Pseudo Data by Random

Mask
Since this method is described in [3], in this paper, we

do not provide a comprehensive explanation. For more
information, please refer to the appendix B.
4.2 Generating Pseudo Data by Word Align-

ments
Since the mismatch of distribution between the target

sentence and the machine translation sentence is the po-

2） The details of United Nations Parallel Corpus v1.0 dataset can be
found at https://conferences.unite.un.org/uncorpus.

Table 1 The number of generated pseudo data with three
proposed approaches

Methods
Number of

original triples

Number of
pseudo data after
quality judgment

Number of
pseudo data after

placeholders concatenation
Randomly mask 4,040,000 4,040,000 —

OTAlign 4,040,000 3,022,368 5,378,537

tential problem of random mask method, we propose the
approach of utilizing the monolingual word alignment to
generate pseudo data for TS task. Then we can generate
the pseudo data for TS task based on the alignment infor-
mation.3）

Prompting Alignment by OTAlign

Optimal Transport (OT) is a theory which aims to find
the most effective method for transferring mass from one
measure to another.The OT problem generates the OT map-
ping, which reveals the correspondences between two sam-
ples. While OT is commonly used as a distance metric be-
tween two measures, the main focus in alignment problems
often lies on the OT mapping. For the reason mentioned
above, Arase et al. [6] proposed a method for applying the
Optimal Transport theory to generate the word alignments.
Their experiments’ results indicate that OT-base alignment
methods are competitive against the state-of-the-arts de-
signed for word alignment [10] [11].

As shown in Figure 1(b), based on the word alignment
generated by OTAlign4）, we could create pseudo data for
the Translation Suggestion task by following rules:

• Keep : If there is an alignment between two tokens
(one is from the target reference sentence, another is
from the machine translation sentence), and they are
completely identical, then this token is remained in
the masked translation.

• Replacement : If there is an alignment between two
tokens (one is from the target reference sentence, an-
other is from the machine translation sentence), but
they are not the same, then a placeholder is added to
the masked translation, and the corresponding target
reference token in the word alignment is added to the
correct alternative.

3） We test two different ways for generating word alignments, includ-
ing TERCOM (Snover et al., 2006) and OTAlign (Arase et al., 2023),
and the experimental results show that OTAlign performs better.

4） Please refer to the appendix C for details of generating word align-
ments by OTAlign.

― 2307 ― This work is licensed by the author(s) under CC BY 4.0
 (https://creativecommons.org/licenses/by/4.0/).



!"#$%&'()*+#)+&',&-.

!""#$%&""'($)&" *+),""+-.""/#+*%""0100$&,""2"

!!"""!" !#""""""""!$""""!% """"!&""""""""""!' """"""""!(

! "# $%& ' ( )%& *+ ,

#! """"""#" "## """""""""#$ #% """"""#& #' """"#(

,)$+&.'/&0&$&*%&',&-.

/)*1"2'3)45

"# $%&
"""#" ##

3)45&1',$)*46).7"*

$!"$!% $"% & $)#

'!"#!% #"% & #*# !!" " ##$%&

! -./01234567' ( )%& *+ ,

#! """"""""#"+#"""""""" #$ #% """""""#& #' """"#(

"#$%&
"""#"+#

8"$$&%.'96.&$*).7:&

$ " #$%&

(a) Generating pseudo data by randomly masking the tokens in the target reference text,
meanwhile the placeholder in the mask translation is represented by <MASK_REP>
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(b) Generating pseudo data by using the word alignment between the target reference
text and MT, meanwhile the placeholder in the mask translation is represented by
<MASK_REP>

Figure 1 Two methods of generating pseudo data for Translation Suggestion task

Figure 2 The examples of the pseudo data and parallel
sentence data constructed from the same source language

sentence and target reference sentence pair

• Insertion : If there is an alignment, and the index of
the token from the target reference is 2 or more greater
than the index of the previous word alignment„ then
we consider that tokens between these two indices
need to be inserted. Then placeholders are added in
the masked translation, and the corresponding tokens
are added to the correct alternative.

• Quality judgement : After the four operations men-
tioned above, we need to assess the quality of the
obtained (𝑚−𝑤 , 𝑦) pairs. In order to do this, we can
evaluate the number of placeholders in the mask trans-

lation. If the number of placeholders exceeds a certain
threshold, then the quality of that masked translation
is considered poor and should be filtered out.

• Placeholders concatenation: In Equation 1, we can
observe that the model input contains only 1 place-
holder, but after the operations described above, the
current sentence may have multiple placeholders.
Therefore, we need to concatenate adjacent place-
holders to ensure that the number of placeholders re-
mains consistent with the number of one defined in
the TS model input. This may result in generating
multiple pseudo data from a single triple of (𝑟, ℎ, 𝑎𝑙)
(Figure 1(b)) .

Based on the rules mentioned above, we ultimately gen-
erate the pseudo data by using OTAlign. The numbers of
pseudo data after the operation of quality judgement and
placeholders concatenation are shown in Table 1.

4.3 Data Augmentation

Xiao et al. [12] propose a method which applies the
Data Augmentation (DA) technique into the Bilingual Text-
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Infilling task and the final experiment result demonstrates
the feasibility of DA. Since the Bilingual Text-Infilling task
and the TS task are quite similar (both aim to provide cor-
rect alternatives for masked (or missing) segments in the
corresponding sentences by the models.), we also propose
to apply DA into the TS task. Briefly speaking, for the
parallel data (𝑥, 𝑚−𝑤 ) and correct alternatives 𝑦 in Equa-
tion 2, we construct the parallel sentence data (𝑥, �̄�−𝑤 )
and 𝑦, where �̄�−𝑤 = ∅ and 𝑦 = 𝑚−𝑤 . In other words, �̄�−𝑤

means no tokens are provided in 𝑚−𝑤 . Then we combine
the pseudo data and the parallel sentence data to train the
TS models in our experiments.

5 Experiments

5.1 Translation Suggestion Task Settings

For training, we apply the two-state training pipline,
where we pre-train the model on the pseudo data in the
first stage, and then fine-tune the model on the golden
WeTS5）corpus in the second stage. To compare the per-
formance of the generated pseudo data, we consider the
model pre-trained with pseudo data generated by random
mask as the baseline model. We divided the existing two
types of pseudo data into subsets of 1, 2 and 4 million each.
Meanwhile, we add an equal amount of parallel sentence
data to each subsets of pseudo data. By comparing the per-
formance of models trained on the same amount of pseudo
data and parallel sentence data, we verify the effectiveness
of data augmentation for the TS task. Other experimental
settings are in appendix D.

5.2 Results

As shown in Table 2, as the amount of generated pseudo
data increases, the improvement in model’s performance
is noticeable but not extremely significantly. Compared to
models pre-trained using an equal amount of pseudo data
generated by randomly mask (Baseline: mT5_base_1M,
mT5_base_2M, mT5_base_4M), the performance of mod-
els only pre-trained with OTAlign-generated pseudo data
is worse than baseline models. However, after fine-tuning,
models pre-trained with pseudo data generated by OTAl-
ign’s word alignments outperform the baseline. On the
other hand, we also want to confirm whether data aug-

5） You can download this dataset from https://openai.weixin.

qq.com/translate/description.

mentation methods can enhance the performance of the
mT5-base model in the TS task.As shown in Table 2, after
adding an equal amount of parallel sentence data, models
only pre-trained with OTAlign-generated pseudo data and
parallel sentence data don’t achieve higher BLEU scores
compared to the baseline models with the same amount of
data. However, after fine-tuning, models with OTAlign-
generated pseudo data and parallel sentence data achieve
higher scores than baseline models. Especially, when
the mT5-base model is pre-trained with 4M OTAlign-
generated pseudo data and 4M parallel sentence data, it
achieves a BLEU score of 22.3 after fine-tuning.6）

Table 2 The evaluation result of models trained by two types
of generated pseudo data. (“*” shows the significant (𝑝 < 0.05)

BLEU scores of models’ outputs which are pre-trained and
fine-tuned with generated pseudo data in the same amount,

compared with mT5_base_xM)
Models w/o fine-tuning w/ fine-tuning

mT5_base_1M 10.3 14.6
mT5_base_2M 11.0 16.0
mT5_base_4M 11.3 16.9

mT5_otalign_1M 9.2 15.5*
mT5_otalign_2M 10.1 16.5*
mT5_otalign_4M 10.8 18.1*
mT5_base_mix_2M 11.7 16.9*
mT5_base_mix_4M 12.2 17.4
mT5_base_mix_8M 14.1 21.8

mT5_otalign_mix_2M 9.5 16.2
mT5_otalign_mix_4M 11.7 18.3*
mT5_otalign_mix_8M 11.9 22.3*

6 Conclusion
In order to improve the performance of TS, we have at-

tempted to use OTAlign for generating pseudo data. The
experiment results indicate that pseudo data generated us-
ing OTAlign is effective for pre-training models, thereby
improving the effectiveness of TS. Meanwhile, we show
that Data Augmentation technology for TS, the results show
that the parallel sentence data can significantly improve the
effectiveness of TS.

6） Besides these experiments, we used the 4M pseudo-data generated
by random mask, 4M OTAlign generated pseudo-data, and about
12M of parallel sentence data (approximately 20M in total) for the pre-
training of the mT5-base model. After fine-tuning, the model’s BLEU
score increased to 26.4. This indicates that continuously increasing
the pseudo data volume according to our proposed method can further
enhance the model’s performance.
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A Translation Suggestion

Translation suggestion is an important tool for post-
editing. To further reduce the post-editing time, re-
searchers [1] [2] propose to apply TS into post-editing,
where TS provides the sub-segment suggestions for the
annotated incorrect word spans in the results of machine
translation, and their extensive experiments show that TS
can substantially reduce translators’ cognitive loads and
the post-editing time.

To enhance the research in the TS area. Yang et
al. [3] propose a benchmark for TS. In their proposal,
they consider TS task as this: Given the source sentence
𝑥 = (𝑥1, ..., 𝑥𝑠), the translation sentence 𝑚 = (𝑚1, ...𝑚𝑡 ),
the incorrect words or spans 𝑤 = 𝑚𝑖: 𝑗 where 1 ≤ 𝑖 ≤ 𝑗 ≤ 𝑡

, and the correct alternative 𝑦 for 𝑤, the task of TS is op-
timized to maximize the conditional probability of 𝑦 as
follows:

𝑃(𝑦 |𝑥, 𝑚−𝑤 , 𝜃) (2)

B Generating Pseudo Data by Ran-
dom Mask
Random mask on the golden parallel corpus is the most

straightforward approach to generate pseudo data for TS.
Give the sentence pair (𝑥, 𝑟) in the cleaned English-Chinese
corpus, where 𝑥 is the source language sentence and 𝑟

is the corresponding target reference sentence.We denote
𝑟\𝑖: 𝑗 as a masked version of 𝑟, which means a portion
of 𝑟 from position 𝑖 to 𝑗 is replaced with a placeholder
(<MASK_REP>). The 𝑟 𝑖: 𝑗 denotes the portion of 𝑟 from
position 𝑖 to 𝑗 . We consider 𝑟 𝑖: 𝑗 and 𝑟\𝑖: 𝑗 as the correct
alternative (𝑦 in Equation 1) and masked translation (𝑚−𝑤

in Equation 1) respectively. In this approach, the mask
translation in each example is part of the target reference
sentence 𝑟. (Figure 1(a)).

Specifically, we randomly select one token in target refer-
ence sentence with a certain probability7）as the first token
of the incorrect span. Then, in order to generate the correct
alternative and the masked translation, we set another cer-
tain probability to decide the length of the incorrect span
which is started from the first token we selected. Finally,
the correct alternative and the masked translation can be

7） We set the blank probability to 0.15 because we observed such a
probability in the golden corpus data. In other words, 0.15 is a value
that is close to the objective distribution of mask.

generated.
C Generating word alignments by

OTAlign
As for the OT problem, the inputs are a cost function and

a pairs of measures. Assuming that the word embeddings
of target reference sentence 𝑟 and the corresponding MT
sentence ℎ are at hand. A cost refers to a dissimilarity
between 𝑟𝑡 and ℎ𝑘 computed by a distance metric such as
Euclidean and cosine distances. The cost matrix C sum-
marises the cost of any word pairs: 𝐶𝑡 ,𝑘 = 𝑐(𝑟𝑡 , ℎ𝑘 ). A
measure means a weight each word has. The concept of
measure corresponds to the notion of fertility introduced
in IBM Model 3 [13], which defines how many target ref-
erence(MT) words a MT word(target reference) word can
align. The mass of words in 𝑟 and ℎ is represented as arbi-
trary measures 𝑎 ∈ ℝ𝑡

+ and 𝑏 ∈ ℝ𝑘
+ . Finally, an alignment

matrix P is computed to minimize the sum of alignment
costs under the cost matrix C:

𝐿𝐶 (𝒂, 𝒃) := 𝑚𝑖𝑛
𝑃∈𝑈 (𝑎,𝑏)

< 𝑪, 𝑷 >, (3)

where < 𝑪, 𝑷 >:=
∑

𝑡 ,𝑘 𝐶𝑡 ,𝑘𝑃𝑡 ,𝑘 .With this formulation,
we can seek the most reliable word alignment matrix P.

D Experimental Settings

As for the mT5-base model8）, the pseudo data is jointly
tokenized into sub-word units with SentencePiece. [14]
During pre-training, the batch size is set as 32, and the
learning rate is set to 3e-5. During fine-tuning, the batch
size is also set as 32, and the learning rate is set to 1e-
5. Especially, we pre-train the mT5-base model using the
generated pseudo data and the parallel sentence data for
one epoch and fine-tune the model for ten epochs. All the
other configurations are remained unchanged as the setting
of the benchmark [3]. In order to evaluate the models, we
utilize the official evaluation tool scarebleu9）to evaluate
the model’s output(The translation suggestion segment in
Chinese) against the reference correct alternatives. In this
paper, because we only select the English-Chinese direc-
tion, the BLEU [15]score is calculated on the characters
with the default tokenizer for Chinese. For experiments
related to the mT5-base model we conduct them on an
NVIDIA A6000 RTX (48GB) with CUDA 11.3.

8） We directly utilize the mT5-base model and SentencePiece model
provided in https://huggingface.co/google/mt5-base.

9） https://github.com/mjpost/sacrebleu
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