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概要
This paper investigates integrating automatic speech

recognition (ASR) with large language models (LLMs).
The overarching goal of the paper is to validate the effec-
tiveness of integrating LLMs with ASR systems, with a
specific focus on low-resource settings. In our experiment,
The LLM is utilized for second-pass rescoring to correct
errors in ASR outputs. We fine-tune a Japanese-specific
version of the LLaMA model, named japanese-Llama-2-
7b, feeding it with the Whisper-Large-v3 ASR model’s
n-best output. The experiment shows that the proposed
method effectively enhances the ASR result, even in low-
resource environments.

1 Introduction
Nowadays, methods of combining automatic speech

recognition (ASR) applications with pre-trained language
models (LMs) are booming.

Zhang et al. [1] proposed a spelling corrector based on
the transformer [2] to reduce the substitution error in Man-
darin speech recognition. [3] improved the BERT [4] effec-
tiveness in detecting spelling errors with the soft-masking
technique as the bridge between the error detector and cor-
rector. Futami et al. [5] generated soft labels for ASR
training with the BERT distilling knowledge. There are
also some works [6, 7] studying to improve ASR rescoring
by BERT. Additionally, BERT has also been successfully
applied in multi-modal studies in vision-language pretrain-
ing [8, 9, 10, 11] or voice-language pretraining [12, 13, 14].

More recently, [15] proposes combining large language
models (LLMs) into a speech recognition system.

This paper follows the rescoring method described in
[15] and tests this method for Japanese ASR tasks and
low-resource settings. It also extends our previous work
combining BERT and GPT2 [16] with Wav2Vec2.0 ASR
system [17].

2 Related Work

2.1 AMs for ASR task

Conventional hybrid Gaussian mixture and hidden-
Markov (GMM-HMM) [18] and deep neural network and
hidden-Markov (DNN-HMM) [19] based automatic speech
recognition (ASR) systems require independently opti-
mized components: acoustic model, lexicon and language
model. The end-to-end (E2E) model integrates these com-
ponents into a single neural network. It simplifies ASR
system construction, solves the sequence labeling prob-
lem between variable-length speech frame inputs and label
outputs (phone, character, syllable, word, etc.), and has
achieved promising results on ASR tasks. Various types of
E2E models have been studied in recent years: connection-
ist temporal classification (CTC) [20, 21], attention-based
encoder-decoder (Attention) E2E models [22, 23], E2E
lattice-free maximum mutual information (LFMMI) [24],
and E2E models jointly trained with CTC and attention-
based objectives (CTC/Attention) [25, 26].

The transformer has been applied to E2E speech recog-
nition systems [27, 28, 29, 30] and has achieved promising
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図 1: The flowchart of the method.

results. Then, the self-supervised learning (SSL) model,
e.g., the Wav2Vec2.0 [31], became popular. The training is
based on self-supervised learning with unlabeled speech.
Then, the model is fine-tuned on labeled data with the
CTC objective for the ASR task. Whisper [32], OpenAI’s
transformer-based open-source ASR system, excels in ac-
curacy and contextual understanding. Trained on a vast
680,000-hour dataset of diverse languages and accents, it
effectively transcribes in noisy environments. It is ideal for
real-time applications like live captioning and voice-to-text
conversion. In this paper, we use the Whisper model for
our experiment.

2.2 LMs for ASR task

Using an LM in ASR brings a leap to speech recognition
performance. Generally speaking, ASR combing with LM
has two types of strategies: first-pass decoding and second-
pass rescoring.

In ASR, the task was formulated as a noisy channel

model using the Bayes rule 𝑃(𝑊 |𝑋) = 𝑃(𝑋 |𝑊)𝑃(𝑊),
where 𝑋 is the speech signal and 𝑊 is the corresponding
text. The two distributions of 𝑃(𝑋 |𝑊) and 𝑃(𝑊) were
named acoustic and language models, respectively. The
LM was trained separately on the source text and only
used for decoding [33]. WFST-based decoding compiles
n-gram LMs into the decoding graph for efficient first-pass
decoding [34]. Incorporating larger n-gram LMs made
the decoding graph explode, and researchers changed the
compiling improved algorithm [35] or used second-pass
rescoring in both offline and on-the-fly settings [36, 37]
instead. The Bayesian formulation still made sense in the
hybrid DNN-HMM model era. The scores could be inter-
preted as pseudo-likelihoods by subtracting an appropriate
prior, so the same decoding/rescoring framework carried
over.

For End-to-End ASR, the models directly estimate
𝑃(𝑊 |𝑋). We still can combine using LMs in the first-pass
decoding (e.g., shallow fusion, cold fusion, etc. [38, 39]).

― 2008 ― This work is licensed by the author(s) under CC BY 4.0
 (https://creativecommons.org/licenses/by/4.0/).



Original Error Rate (%) Improved Error Rate (%)
0.0

0.2

0.4

0.6

0.8

1.0

Er
ro
r R

at
e 
(%

)

Boxplot of Original vs. Improved Error Rates

(a) The boxplot analysis of error rates.
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(b) The scatterplot analysis of error rates.

Similar to the second-pass rescoring, hypotheses can be
obtained using beam search on an ASR model and re-rank
with an externally trained LM. A two-pass E2E ASR model
was proposed with an encoder shared between a streaming
RNN-T model and a full-context LAS decoder [40]. There
are also some works [1, 3, 5, 6, 7] studying to improve
ASR rescoring by transformer and BERT. More recently,
[15] proposes combining LLMs into a speech recognition
system.

3 Method
This paper uses LLM for error correction, which is

second-pass rescoring in the output transcriptions gener-

ated by the ASR system (N-best decoding hypotheses), as
shown in Figure 1.

We introduce LoRA [41] to avoid tuning the whole set
of parameters of a pre-trained model by inserting a neural
module with a small number of extra trainable parame-
ters to approximate the full parameter updates, allowing
for efficient learning of the N-best to transcription map-
ping without affecting the pre-trained parameters of the
LLM. Our method introduces trainable low-rank decom-
position matrices into LLMs’ existing layers, enabling
the model to adapt to new data while keeping the original
LLMs fixed to retain the previous knowledge. Specifically,
LoRA performs a reparameterization of each model layer
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expressed as a matrix multiplication by injecting low-rank
decomposition matrices 1. As a result, the representations
generated by the LLM are not distorted due to task-specific
tuning. At the same time, the adapter module acquires the
capability to predict the true transcription from the N-best
hypotheses. Benefiting from efficient training, we can em-
ploy a large-scale language model in the method, which
is expected to understand the task description and capture
correlation in the N-best list.

4 Experiments

4.1 Experimental Settings

The experimental settings for fine-tuning a Japanese lan-
guage model in a low-resource environment are as follows.

1.LLM used: The experiment employs the japanese-
Llama-2-7b model1）. This model is presumably a
variant of the LLaMA (Large Language Model by
Meta AI) adapted for Japanese language processing.

2.ASR model: Whisper-Large-v3 generates 10-best
outputs (CER%=12.91 for 1-best).

3.The training is performed on an NVIDIA Tesla V100
GPU using 8-bit training. The hyperparameters for
finetuning are 15 epochs, learning rate 1e-4, batch
size 64, and LoRA rank 4.

4.Dataset: To simulate low-resource settings, we use
the Japanese dataset from SPREDS-U1 2）. The fine-
tuning process involves 900 Japanese sentences for
the low-resource setting. A separate 100 Japanese
sentences for evaluation.

5.Evaluations: We use NIST-SCTK to evaluate the
Character Error Rate (CER%).

4.2 Experimental Results

Table 1 shows the results of the experiments.

表 1: Evaluation of LLM-based Correction Model
(CER%), the ASR output CER% is 12.91

ASR Epoch 7 Epoch 9 Epoch 11 Epoch 13
12.91 26.20 8.24 7.77 16.51

We conduct the paired sample t-test on the results from
the best model (Epoch 11). The paired sample t-test sug-

1） huggingface.co/elyza/ELYZA-japanese-Llama-2-7b
2） ast-astrec.nict.go.jp/en/release/SPREDS-U1

gests that the improvement in CER% is statistically signif-
icant.

In Figure 2a, the left boxplot represents the Original
CER%, and the right means the Improved CER%. This
plot illustrates the results’ spread and central tendency,
where you can see the generally lower spread and median
in the Improved CER%.

Each point in Figure 2b represents a pair of original and
improved CER%. The dashed line represents the line of
equality (where the original and improved rates would be
equal). Points below this line indicate instances where the
improved CER% is lower (better) than the original, and
points above the line indicate the opposite. The concentra-
tion of points below the line further supports the conclusion
that the improved CER% are generally lower than the orig-
inal rates.

4.3 Further Discussions

The method we use in this paper can be further improved
in the following aspects.

1.We notice that the Whisper-large model has an ex-
cessively high accuracy on the LibriSpeech-clean-test
dataset. If the clean-test Word Error Rate (WER) is
lower than 2%, using a LLM for correction is impossi-
ble. However, the proposed method works again when
we switch to a relatively weak model, e.g., Whisper-
tiny. Librispeech-other-test WER% reduced from
27.5% to 20.5%, and Librispeech-clean-test WER%
reduced from 27.3% to 21.4%.

2.The original llama model cannot be directly used.
Before we fine-tune the LLM model with N-best and
ground truth data pairs, the LLM must be pretrained
with large-scale language-specific textual data. How-
ever， there are no existing high-quality LLMs for
low-resourced languages. That is why it is a pity we
did not work on real low-resource languages.

5 Conclusion
This paper proves combining LLM with a speech recog-

nition system effectively improves speech recognition per-
formance, even in low-resource settings. In the future,
we will conduct more experiments to demonstrate the
method’s effectiveness in a broader range of settings.
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