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Abstract
Counter-Argument Logical Structure Analysis

(CALSA) is an intricate task that focuses on the automatic
analysis of logic patterns of a counter-argument in relation
to an initial-argument. It holds significant educational
value as informative feedback can be provided based on
the analyzed logic pattern. Nevertheless, the complexity of
the reasoning skills required for logical structure analysis
makes CALSA particularly challenging for current LLMs.
To overcome this issue, we explore decomposing the
task into several manageable sub-tasks with a pre-defined
decision tree and utilize an LLM to reason through the
tree. Our experimental results highlight a remarkable im-
provement in our approach over the baseline, emphasizing
the substantial efficacy of our proposed method.

1 Introduction
Counter-arguments (CAs) are a good means to improve

the critical-thinking skills of learners, especially given that
one has to thoroughly consider the logic of initial argu-
ments (IA) and compose CAs based upon that. In order
to maximize learning efficiency, tailored feedback from
teachers is extremely valuable, however, it is difficult to pro-
vide every learner tailored feedback due to limited human
resources and heavy workloads [1]. Therefore, developing
a system that can automatically provide constructive feed-
back to learners’ CAs for improving their critical-thinking
skills would be a beneficial way of applying artificial intel-
ligence (AI) technology to the educational field.

Toward providing automatic constructive feedback, we

consider a two-phase approach in which i) we develop a
system that can automatically analyze the logical structure
of learners’ CAs first, and ii) provide learners with tailored
feedback based on the analyzed logical structure. In this
work, we address the first phase in the context of debates,
based on the logic pattern templates designed by Naito et
al. [2], leaving the second phase for future work.

As shown in Figure 1(b), Naito et al. [2] propose the
CA Logical Structure Analysis (CALSA) task, wherein
they create 10 templates to structure the most prevalent
logic patterns in CAs in relation to initial arguments that
follow a specific argumentation scheme “Argument from
Consequences” [3]. They construct a dataset consisting
of CA essays annotated with the 10 proposed logic pattern
templates along with the corresponding slot-fillers. We
focus on the CALSA task since the informative template
set enables the provision of detailed feedback based on
each template, aligning seamlessly with our ultimate goal.

Recent advancements in large language models (LLMs)
have facilitated significant progress in the field of computa-
tional argumentation, specifically in the case of analyzing
the rhetorical relation within an argumentative essay as
shown in Figure 1(a) [4]. Nonetheless, it remains a chal-
lenge for current LLMs to analyze the underlying logical
structure of an argumentative essay in relation to another,
as it heavily demands complex reasoning skills which have
been reported by various research as one of the weak points
of current LLMs [5, 6, 7, 8]. Therefore, we hope to aid
LLMs in tackling the intricate CALSA task by decompos-
ing the overall task into several more manageable sub-tasks
and utilizing LLMs to address each sub-task without rely-
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{“ques1”: “Does the counter-argument state that 
homework actually increases free time?”,

“ques2”: “Does the counter-argument state that 
free time causes a bad outcome?”,
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any potential benefits of doing homework?”,

“ques4”: ......
.......
“ques for z” (for template ⑨): “Counter-argument mentions 

a potential benefit of doing homework. 
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CA logic decision tree Questions for querying the LLM:

(a) (b)

(c)

Conclusion: [Homework should be abolished.] 
Premise: [Because homework reduces free time.
As a result, students won’t have time to spend on 
their hobbies.]

Figure 1 (a) The task of analyzing rhetorical relation within an argumentative essay, which includes the identification of argumentative
components(i.e. premise, conclusion, etc.) and their relations(support or attack); (b) The CALSA task which includes selecting a logic
pattern template from the pre-defined templates set and extracting the corresponding slot-fillers from the CA essay. The example
illustrates that the CA rebuts IA by introducing another benefit associated with homework. However, it does not explicitly address
IA’s argument that homework diminishes ”free time” which is perceived as a positive thing by the IA; (c) An overview of our logical
structure analysis system. Given an initial argument (IA) and a counter-argument (CA), our system analyzes the logic pattern of the CA
by querying an LLM with the question on a non-leaf node from the pre-defined decision tree at each step. The LLM’s responses at each
step guide the process along one of the paths in the tree, ultimately leading to a leaf node that represents a logic pattern template. Once
the logic pattern template is identified, the LLM is queried again to determine the corresponding slot-filler for the template.

ing on them to solve the entire task in a single step.
Drawing inspiration from recent studies in NLP that

explore tree-based approaches for problem-solving [9, 10],
as shown in Figure 1(c), we represent the whole process
of CA logical structure analysis as a decision tree in which
each non-leaf node represents a binary identifiable question
that distinguishes a group of logic pattern templates from
others, whereas each leaf node represents one of the target
logic pattern templates. We utilize an LLM to answer the
question on each non-leaf node, by doing so, the LLM will
navigate us to a leaf node that represents the final predicted
CA logic pattern template. Subsequently, we query the
corresponding slot-filler for the identified pattern.

Our proposed approach presents a multitude of bene-
fits, including the division of intricate reasoning tasks into
manageable sub-tasks, the interpretability of intermediate
reasoning steps, and notably, the control and predictability
of the system’s output. The latter attribute holds particular
significance within an educational context, as it is neces-

sary to govern the content of feedback provided to students
based on the CA logical structure analysis results given by
the system.

Our experimental results show a notable boost in LLM
performance compared to the baseline, which emphasizes
the effectiveness of our task decomposition approach.

2 Related work

2.1 LLM’s reasoning abilities

Reasoning plays a critical role in human intellectual ac-
tivities. However, the ability to reason has often been iden-
tified as a weak point of language models and other NLP
models [5, 6, 7, 8]. Several studies show that NLP models
struggle with multiple-step reasoning for in-context learn-
ing [5, 7, 6, 11, 12]. With the current advancements of large
language models (LLMs), recent research has found that
when scaling beyond a certain magnitude of parameters,
LLMs start to exhibit exceptional performance on specific
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reasoning tasks [13]. While these models demonstrate
high proficiency in specific reasoning tasks, questions per-
sist regarding whether LLMs are actually reasoning and
the extent of their reasoning capabilities [8, 6, 13].

2.2 Problem decomposition

In the field of NLP, several works have exploited the
idea of problem decomposition. Some researchers focus on
Question-Answering (QA) tasks in which they devise algo-
rithms to automatically break down a challenging question
into simpler sub-questions.[14, 15, 16]. Nevertheless, the
questions they emphasize are mostly related to factual in-
formation, which are inherently easier to automatically de-
compose. In contrast, the decomposition of our task places
a significant emphasis on logical reasoning, making their
simplistic automatic approach unsuitable for our context.
Another line of work focuses on decomposing the whole
task into sub-tasks and prompting LLMs to solve each sub-
task in order to reach the final answer [17, 18, 19, 9, 10].
Their work, despite the high resemblance to our approach,
remains unsuitable for our task due to the lack of control
over the final generated results, since they solely rely on
prompting LLMs to automatically generate sub-questions
without control of the reasoning flow. In this work, we mit-
igate such an issue by using a pre-defined decision-based
parsing tree, as it gives us control over the flow of reasoning
steps and the final output of the system.
3 Task Decomposition with Deci-
sion Tree
As mentioned previously, we represent the procedure of

identifying logic patterns as a decision tree, in which each
non-leaf node represents an identifiable binary question
that distinguishes a group of logic patterns with the same
characteristics from others, and each leaf node represents
one of the CA logic pattern templates. Given that CA logic
is based on the IA, for each IA, we design a distinct set
of questions tailored to the characteristics of each template
to query LLMs. Due to space limitations, we show the
structure of the decision tree, the questions for each node,
and the questions for querying slot-fillers for one IA in
Figure 3 in the Appendix.

4 Data
The original dataset proposed by Naito et al. [2] contains

8 unique IAs for 3 different topics and 778 corresponding

Table 1 The number of CAs utilized in the experiments.

IA ID #CAs(test) Main point

HW1 54 HW reduces free time

HW2 53
HW promotes being
passive in character

HW4 53
HW promotes incorrect ways

of studying
Total 160

Table 2 Zero-shot precision (P) for CAs in relation to different
IAs independently and all combined.

Baseline Decomp
IA ID P(ptn) P(slots) P(ptn) P(slots)
HW1 31.5 27.8 55.6 48.1
HW2 39.6 37.7 60.4 58.5
HW4 11.3 9.4 45.3 35.8
ALL 27.5 25 53.8 47.5

CAs, each of which has 1 or multiple logic patterns an-
notated on top. As the Inter-Annotator Agreement for 3
annotators reported for the dataset is moderate, we opt to
only use CAs that have annotations agreed by more than
2 annotators. In summary, We utilize one topic (Should
homework be abolished) which includes 3 different IAs
and 160 corresponding unique CAs for our experiments.
The statistics are shown in Table 1.

5 Experiments
To test the efficiency of our method, we conduct zero-

shot experiments in the following two settings: i) Decomp:
we instruct an LLM to address the question on each node
step by step. In this scenario, the LLM generates the answer
to a question on a non-leaf node (and a question regarding
slot-fillers) as well as its explanation of the answer, given an
IA, a corresponding CA, and the question. ii) Baseline: we
instruct another LLM to solve the entire task in a single step.
The LLM is prompted to generate the identifier of the most
obvious logic pattern (the mapping between identifiers and
the actual logic pattern templates is shown in the prompt)
of the CA as well as its corresponding slot-fillers at once.
We utilize llama-2-70b-chat for both settings.

5.1 Zero-shot prompting results

For the evaluation of logic pattern template identifica-
tion, we deem the final predicted pattern as correct if it is
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Figure 2 (a) Error types and their corresponding proportion. speculative reasoning: model makes inferences to an extent that exceeds
what can be explicitly inferred from the CA passage; not aligned correct predictions: while the predicted pattern makes sense, it is
not included in the list of agreed annotations; wrong context same domain: model’s explanation for the prediction does not refer to
the actual context of the CA passage. Instead, it incorporates concepts from the same domain that are likely to co-occur with the
question; correct logic against wrong question: model’s rationale for its prediction accurately elucidates CA’s logic, however, the actual
prediction is incorrect; concept co-reference issue: model fails to relate the general concept presented in the question to the specific
examples outlined in CA passage; others: minor errors, including instances where the model fails to comprehend the CA passage due to
its poor English, etc. (b) Root error-node distribution, indicating the proportion of specific nodes that act as the root cause for model’s
inaccurate predictions. Please refer to Figure 3 in the Appendix to see the actual questions for each node (ID).

present in the list of annotated patterns. For slot fillers,
a manual evaluation is conducted due to the absence of
an appropriate method for automatic evaluation. The pre-
dicted slot-filler is considered correct if the phrase aligns
with the same meaning as one of the annotated slot-fillers.
As shown in Table 2, our method consistently achieves su-
perior precision scores compared to the baseline setting,
excelling in both the identification of logic pattern tem-
plates and the extraction of slot fillers across all IAs.

5.2 Analysis

Toward further improving the model’s performance, we
conduct a comprehensive analysis on all predicted logic
pattern templates that are not included in the annotations
by investigating the explanation generated by the LLM for
each question. Figure 2 illustrates the proportion of differ-
ent error types and error nodes. Overall, the most dom-
inant error is “speculative reasoning” which occurs when
the LLM excessively infers information that is not explic-
itly stated in the given CA context. Moreover, the model
provides most incorrect responses particularly when being
queried about the presence of positive or negative out-
comes in the CA essay. These two observations suggest
that the questions associated with nodes “good outcome x”
and “bad outcome y” are overly broad, lacking specificity
to discern between similar templates. Consequently, this
circumstance provides a space for excessive inference. To

mitigate such issues, we intend to experiment with ques-
tions designed to distinguish similar templates more ef-
fectively. Additionally, one limitation in our approach is
that a single error made at the upper levels of the decision
tree would set the subsequent path astray, resulting in an
incorrect final answer. To alleviate this issue, we intend
to incorporate a checker component that assesses the deci-
sions made at intermediate steps, and allows the LLM to
backtrack to the previous step in future work.

6 Conclusion and Future Work
In this work, we explore addressing the intricate CA

Logical Structure Analysis task by decomposing it with
a decision tree. The experimental results underscore the
efficacy of our approach. In addition to those mentioned
in the Analysis 5.2, our future plans also include expand-
ing the experimentation to encompass additional topics,
allowing for comprehensive comparisons of results across
different topics. Furthermore, although our current in-
vestigation solely comprises zero-shot experiments, given
that our approach holds the advantage of being capable of
autonomously generating training data without incurring
human annotation costs since the series of answers to the
identifiable questions on non-leaf nodes along the path to
each logic pattern are unique, we plan to conduct few-shot
learning and fine-tuning experiments to further test the ef-
ficiency of our method in the future.
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time. What is that bad outcome? The answer phrase should be extracted directly from the 
counter-argument.

template⑨ Counter-argument mentions a potential benefit of doing homework. What is that benefit? 
The answer phrase should be extracted directly from the counter-argument.

Questions for querying “z” (slot-fiiler)

Yes No

Figure 3 The decision tree design and questions for querying LLMs for an IA which argues that “homework should be abolished
since it reduces free time for hobbies, etc.”.

Annotations Baseline Decomp

logic pattern templates: 
[8]
slot-fillers:
{'ptn8': ['bad effect for 
students futures#not know 
where to 
start#concentrate', 'bad 
effect for students 
futures']}

<s>[INST] <<SYS>> You are a master of logic. You can identify the logic pattern 
of a counter-argument in relation to an initial-argument. Answer the question 
regarding the logic pattern of counter-argument. <</SYS>> Identify the logical 
patterns of the following counter-argument in relation to the initial-argument. The 
logical pattern is one of the patterns in the following logical-pattern-descriptions. 
There might be multiple logical patterns within a counter-argument, but you only 
need to identify the most obvious one. Generate the identifier of the correct logical 
pattern and the corresponding {Z}. {Z} should be a phrase that is directly extracted 
from the counter-argument. [/INST] Understood! I'll do my best to help you with 
this task. Please go ahead and provide the initial-argument and counter-argument, 
and I'll start identifying the counter-argument's logical pattern.</s><s>[INST] 
Initial-argument: Today’s topic is “Homework should be abolished”. The point is 
“free time”. We believe that if homework were to be abolished, we could have 
more free time. As a result, we could do more of what we really wanted like club 
activities, hobbies, or playing with friends. In my case, I go to tennis club after class 
until 5:00 pm and then I go to cram school until 8:00 pm. After this full day, I arrive 
at my home around 8:40 pm to eat dinner and take a shower. At nearly 10:00 pm I 
start my homework. I have a lot of homework. As a result, I go to bed late at night 
at nearly 1:00 am in the morning and I don’t have the opportunity to sleep for a 
long period of time. It is not healthy. Therefore, homework should be abolished. 

Counter-argument: They said that we can get free time. However, it's not true. 
Because, giving freetime is bad effect for students futures. If you give too much 
free time to students, they may not know where to start when they go out into the 
world, which can be a problem. For example, in company we will doing a lot of 
task and we have to process everything. However, if we only take free time students 
will be concentrate in society. On this reason I think Homework shouldn't be 
abolish. 

Logical-pattern-descriptions:
ptn1.The CA admits that homework reduces free time, but argues that the reduction 
of free time can be lessened by {Z} 
ptn2.The CA admits that homework reduces free time, but argues that there is 
another factor {Z} that also reduces free time, and it is more important to address 
{Z} 
ptn3.The CA asserts that there is no evidence to support the claim that homework 
reduces free time 
ptn4.The CA argues that homework does not reduce free time because there is 
another true factor {Z} that reduces free time 
ptn5.The CA argues that homework, on the contrary, promotes free time because it 
promotes the missed factor {Z} and {Z} promotes free time 
ptn6.The CA argues that homework, on the contrary, promotes free time because it 
suppresses the missed factor {Z} and {Z} suppresses free time 
ptn7.The CA argues that free time is not a desirable outcome because free time 
lacks value or is already sufficient and therefore does not require addressing 
ptn8.The CA argues that free time is not a desirable outcome because free time 
leads to a negative outcome {Z} ptn9.The CA argues that homework promotes a 
positive outcome {Z} from a different perspective than that of free time 
ptn10.The CA argues that homework mitigates a negative outcome {Z} from a 
different perspective than that of free time 
ptn11.The CA employs logic, but none of the aforementioned positions apply 
ptn100.No logical argument is presented, such as a greeting, introduction, or 
statement of stance 

What is the identifier of the logical pattern and its corresponding {Z}? [/INST]

Output: 
The logical pattern of the counter-argument is ptn7, "The CA argues that free 
time is not a desirable outcome because free time lacks value or is already sufficient 
and therefore does not require addressing." The corresponding {Z} is "students' 
futures." The counter-argument suggests that giving students too much free time 
can have negative effects on their futures, as they may not know how to manage 
their time effectively or prioritize their responsibilities when they enter the 
workforce. Therefore, homework should not be abolished as it helps students 
develop important skills for their future.

########## Current prompt ##############
Initial-argument:
Today’s topic is “Homework should be abolished”. The point is “free time”. We believe that if homework were to be abolished, we could have more 
free time. As a result, we could do more of what we really wanted like club activities, hobbies, or playing with friends. In my case, I go to tennis club 
after class until 5:00 pm and then I go to cram school until 8:00 pm. After this full day, I arrive at my home around 8:40 pm to eat dinner and take a 
shower. At nearly 10:00 pm I start my homework. I have a lot of homework. As a result, I go to bed late at night at nearly 1:00 am in the morning and 
I don’t have the opportunity to sleep for a long period of time. It is not healthy. Therefore, homework should be abolished.

Counter-argument:
They said that we can get free time. However, it's not true. Because, giving freetime is bad effect for students futures. If you give too much free time 
to students, they may not know where to start when they go out into the world, which can be a problem. For example, in company we will doing a lot 
of task and
we have to process everything. However, if we only take free time students will be concentrate in society. On this reason I think Homework shouldn't 
be abolish.

The main point of the initial-argument is that homework reduces free time, thus homework should be abolished. Does the counter-argument state that 
homework actually increases free time? Please answer the question first, and then tell me your reason for your answer. Next, please tell me your 
confidence on your answer, your confidence should be represented as a decimal number between 0 and 1. Please output your confidence at a newline 
after a colon.

LLM raw reply:   No, the counter-argument does not state that homework increases free time. The counter-argument states that giving students too 
much free time can have negative effects on their future, such as lack of motivation and poor time management skills.

My answer is based on the information provided in the counter-argument, which suggests that the speaker is concerned about the potential negative 
effects of excessive free time on students' future. Therefore, the speaker argues that homework should not be abolished.

My confidence in this answer is 0.8.

The reasoning behind my confidence is that the counter-argument directly addresses the initial-argument's point about free time, and provides a 
contrasting view that too much free time can be detrimental to students' future. Therefore, it is clear that the counter-argument does not support the 
idea that homework increases free time.

########## Current prompt ##############
Does the counter-argument state that free time causes a bad outcome? Please answer the question first, and then tell me your reason for your answer. 
Next, please tell me your confidence on your answer, your confidence should be represented as a decimal number between 0 and 1. Please output your 
confidence at a newline after a colon.

LLM raw reply:   Yes, the counter-argument states that free time can cause a bad outcome.

The reason for my answer is that the counter-argument mentions that giving students too much free time can be a problem, and suggests that it can 
lead to a lack of motivation and poor time management skills. This implies that the speaker believes that free time can have negative effects on 
students' behavior and performance.

My confidence in this answer is 0.9.

I am confident in my answer because the counter-argument explicitly states that free time can have negative effects on students' future, and suggests 
that homework can help to mitigate these effects. This implies that the speaker believes that free time can cause a bad outcome for students.

predicted_ptn: ptn8
########## Current prompt ##############
Counter-argument explicitly mentions a bad outcome which is directly caused by free time. What is that bad outcome? The answer phrase should be 
extracted directly from the counter-argument. Please extract the exact phrase from counter-argument without modifying and write down your answer 
after a colon:
Please also give me your confidence score on this question as well at a newline after a colon.

LLM raw reply:   The bad outcome mentioned in the counter-argument is: "they may not know where to start when they go out into the world, 
which can be a problem."

My confidence in this answer is 1.0.

This phrase is mentioned explicitly in the counter-argument as a potential negative consequence of giving students too much free time. It suggests that 
without the structure and responsibility of homework, students may struggle with independent task management and decision-making, which can lead 
to difficulties in their future careers and personal lives.

❌

✅

Figure 4 An example of the actual prompt and model’s generation for both Baseline and Decomp settings.

― 1130 ― This work is licensed by the author(s) under CC BY 4.0
 (https://creativecommons.org/licenses/by/4.0/).


