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Abstract
Text style transfer (TST), recently, attracted significant

research interest. Although previous attempts have shown
outstanding performance for sentiment or formality trans-
fer, they still encounter limitations to some extent consid-
ering the arbitrariness of context and the lack of anno-
tated corpora. In this work, we explore an Event-Centered
Prompt (ECP) strategy leading to causal large language
model (LLM) transferring the text style. Based on the
strategy, we explore the inference of LLM by two steps of
the prompt: the model retrieves the event of the source text
along the prompt, then further generates the target follow-
ing another prompt. Our ECP strategy can be applicable
to design prompt formats for diverse style transfer tasks.
The experimental results on the Yelp and Amazon datasets
which leverage the LLaMA as the backbone show the ef-
fectiveness of our method. The source code is available
online1）.

1 Introduction
With the rapid growth of deep learning techniques, sig-

nificant progress has been made in the field of language
models and language generation research fields in recent
years. However, text style transfer (TST) and controllable
generation are still challenging to infer plausible text due
to human-centered demands. The main objective of TST
is to transfer the style of a given text while reserving the
style-isolated content. From the early explores [1] [2] to
recent works [3] [4], TST is still one of the interesting
topics.

There are three main paradigms of resolutions for TST
tasks. One attempt is to explore the generation models
extensively. Those include the variational auto-encoder
(VAE) [5] [6] [7], generative adversarial network (GAN)
[8] [9], and diffusion model [4]. The second paradigm is

1） https://github.com/codesedoc/ecp

fine-tuning approaches that show the outstanding capabil-
ity of diverse transformer derivations. For instance, Lai
et.al augmented the BART [10] and GPT2 [11] with two
rewards strategies (content and style) [12]. Hu et.al de-
signed a framework by connecting neural adapters captur-
ing different style information for multi-attribute TST [13].
The third paradigm is prompt-based methods which have
also attracted much attention, especially the large language
model (LLM) such as the GPT-4[14] and Gemini[15] ob-
tained a breakthrough in open-ended text generation. Reif
et.al proposed augmented zero-shot learning to lead LLM
transfer arbitrary style [16]. Suzgun et.al further improved
the quality of inference by a re-ranking strategy [17].

However, the attempts to leverage generation models
are still suffering from limitations to some extent. Com-
pared with the strong generalization capacity of PLM on
huge non-parallel corpora the generation techniques ex-
hibit shortcomings in complex context and different do-
main. The fine-tuning strategies also suffer from the lack
of expensive annotated datasets. Moreover, the prompt-
based works [16] [17] regarded TST as the seq2seq task
and straightforwardly explore the relationship between the
source and target. They didn’t explicitly consider the con-
nection between the center event shared by the source and
the target text.

In this paper, we define the center event and utilize it as
the connection between a pair sentence with opposite senti-
ment styles and explore an event-centered prompt strategy
to explicitly lead LLM to transfer from source to target
step-by-step. Following Allan et al work, we define the
event as something that happens at some specific time and
place along with all necessary preconditions and unavoid-
able consequences [18]. In the TST task, considering that
the expected target shares the same style-isolated content
with the source, we assume that they are two paraphrases
with different styles from one central event describing the
core information and contexts.
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Great food but horrible staff

and very very rude workers.

In the evening I ate some 

food at the restaurant.

I ate some food at the 

restaurant, the taste was great, 

and service are nice.

Great food and the staff is 

horrible!

Event-Centered

✗

✓

Straightforward Inferring

Figure 1 Our ECP strategy comparing with the straightforward seq2seq paradigm. In the example sentence, the content marked with
green color represents the core information in the source, target, and center event. The blue and pink font indicates the text with negative
and positive sentiments, respectively.

2 Event-Centered Prompting
Figure 1 illustrates our CEP strategy by using a simple

example from the negative to the positive style transfer.
The input source is selected from the Yelp dataset, and the
straightforward transfer is inferred by the language model.
As we can see the straightforward transfer suffers from the
hallucination issue. This obstacle could be caused by the
conflict of the opposite ”Great” and ”horrible” from the
source sentence.

To overcome this issue, we leverage the event by com-
bining the core information and context as the connection
between source and target to assist the model in inferring
expected generations. One proper description of the center
event can be explained as ”In the evening I ate some food
at the restaurant” which shows only information about the
fact. Based on this description/context without style, we
assume that the model can generate a more accurate target
style.

2.1 Problem Formulation

Let 𝑆 = {𝑠1 , 𝑠2 , ..., 𝑠𝑡} represent the style of 𝑡 available
values interested in sepcific TST task. In this paper, we
focus on the sentiment style transfer, the 𝑆 can be regarded
as a binary set {𝑛𝑒𝑔, 𝑝𝑜𝑠}, where the 𝑛𝑒𝑔 and 𝑝𝑜𝑠 are
positive and negative styles, respectively. We consider
two main transfer cases, i.e., from positive to negative and
from negative to positive (𝑝𝑜𝑠 ⇄ 𝑛𝑒𝑔). Given a pair of
source text X, and its target counterpart Y with a expire
style label 𝑠 ∈ 𝑆, e.g., positive, the objective of the TST
task is formulated as the language model ℙ(Y|X, 𝑠). We
can view the model as an optimization problem on the
specific dataset by utilizing extensive neural networks as
the backbone.

We assume that one proper description of the event,

marked as E, exists and it combines the necessary context
information and core content shared by X and Y. The TST
task can be further decomposed as follows:

ℙ(Y|X, 𝑠) = ℙ(Y,X, 𝑠)
ℙ(X, 𝑠)

⩾
ℙ(Y,X, E, 𝑠)

ℙ(X, 𝑠)

=
ℙ(Y,X, E, 𝑠)
ℙ(X) ℙ(𝑠) =

ℙ(X, E)
ℙ(X) · ℙ(Y,X, E, 𝑠)

ℙ(X, E) ℙ(𝑠)

=
ℙ(X, E)
ℙ(X) · ℙ(Y,X, E, 𝑠)

ℙ(X, E, 𝑠)
= ℙ(E|X)︸ ︷︷ ︸

reducation

ℙ(Y|X, E, 𝑠)︸        ︷︷        ︸
synthesis

(1)

Following the language model shown in Eq. (1), the
optimization of the objective of the TST task can be de-
composed into two components with lower bounds. We
call each reduction and synthesis, respectively. Theoreti-
cally, those available candidates for resolving the original
optimization problem as the previous attempts can also be
extended to the two new sub-problems.

2.2 Reduction and Synthesis

Note that the autoregressive pre-train objective is more
inherently similar to the optimization components of Eq.
(1) and outstanding performance for open-end text genera-
tion. We thus prompt the LLM to infer a proper description
of the event from the source. We call this procedure re-
duction step. We then further lead the model to generate
the expected target by another prompt, called synthesis
step. Inspired by [19], the reduction and synthesis can be
regarded as guidance that helps the pre-trained language
model to transfer the sentiment polarity of the source se-
quence step-by-step.

Let 𝑃𝑟 and 𝑃𝑠 represent the prompt formats for reduction
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Data Transfer Model Acc r-sBLEU s-sBLEU t-PPL s-PPL

Yelp

𝑛𝑒𝑔 → 𝑝𝑜𝑠

LLaMA-0s 52.6 14.5 31.7 34 123
LLaMA-1s 66.2 10.3 20.4 24 56

ECP-0s 42.0 20.2 49.7 47 143
ECP-1s 58.0 12.2 26.6 25 55

𝑝𝑜𝑠 → 𝑛𝑒𝑔

LLaMA-0s 70.8 15.5 37.7 49 173
LLaMA-1s 76.4 13.4 33.7 35 86

ECP-0s 69.0 19.2 49.4 62 191
ECP-1s 79.4 13.1 34.8 33 77

Amazon

𝑛𝑒𝑔 → 𝑝𝑜𝑠

LLaMA-0s 51.6 21.0 38.7 40 112
LLaMA-1s 61.6 14.1 25.7 28 66

ECP-0s 41.0 29.8 56.0 60 172
ECP-1s 58.4 17.7 31.2 31 66

𝑝𝑜𝑠 → 𝑛𝑒𝑔

LLaMA-0s 53.4 29.0 48.2 53 139
LLaMA-1s 63.4 25.4 42.0 41 93

ECP-0s 51.6 35.3 60.0 72 193
ECP-1s 66.2 26.1 46.0 41 67

Table 1 Comparison with the baselines on Yelp and Amazon datasets. ECP-0s and ECP-1s indicate zero-shot, and one-shot-based
inference, respectively. LLaMA-0s and LLaMA-1s are the baselines. Bold font refers to the best result in each style transfer.

and synthesis, respectively, and F𝐿𝐿𝑀 indicates the infer-
ence process of LLM. The description of event E from
source X can be obtained by Eq. (2).

E = F𝐿𝐿𝑀(𝑃𝑟(X)) (2)

The final generation Y is inferred as Eq. (3).

Y = F𝐿𝐿𝑀(𝑃𝑠(X, E, 𝑠)) (3)

We name the two-step strategy for the TST task shown
as Eq. (2) and Eq. (3) as event-centered prompting.

3 Experiments

3.1 Experimental settings

We chose the LLaMA-7B [20] as the backbone LLM for
the time and memory cost, which is running on a single
48GB GPU: NVIDIA RTX A6000. The max generation
length is set to 1,024. Following the experiments reported
by [17], we chose curly brackets as the text’s delimiter,
and the format of the prompt is set as ”Contrastive”. The
temperature of the last softmax layer is set to 0.8. The token
decoder strategy is nucleus sampling with a threshold of
0.95.

3.2 Data and evaluation metrics

We conducted experiments on the two popular datasets
for SST, Yelp reviews [21] and Amazon reviews [22]. For
comparing with related works, we utilize the version of
these two datasets cleaned by [17]. Table 2 lists the size of
the test set, i.e., the total number of sentence pairs, and the
average length of the token sequence.

Much of the previous work evaluated their methods by
using three evaluation metrics, content preservation, trans-
fer strength, and fluency. For a fair comparison with the
baselines, we also used these metrics. The first is content
preservation which consists of reference-BLEU (r-sBLEU)
and self-BLEU (s-sBLEU). The sBLEU means the Sacre-
BLEU scores following the setting of [17]. Here, r-sBLEU
measures the distance of generated sentences from the
ground-truth references, and s-sBLEU refers to the degree
to which the model directly copies the source.

The second is transfer strength, which is scored by using
accuracy on the target style of the generations. The last is
the fluency of generated texts. We calculated the average
token-level perplexity (t-PPL) and average sentence-level
perplexity (s-PPL) for generated texts. For calculating
the SacreBLEU and PPL scores, we leverage the evalu-
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Dataset Size Avg. Len.

Yelp 1,000 13.9
Amazon 1,000 16.7

Table 2 The statistics of Yelp and Amazon dataset

ator which is available from the Hugging Face2）. The
gpt2-large is selected as the backbone to compute the PPL
scores. A python toolkit for sentiment analysis, named
pysentimiento3）[23] is utilized to load a text classifier to
obtain the accuracy.

3.3 Results

Table 1 shows comparative results against the baseline
obtained by LLaMA [17] on Yelp and Amazon datasets.
Overall, our model is better than the baseline on the Yelp
dataset in both transfer types (𝑝𝑜𝑠 ⇄ 𝑛𝑒𝑔) and all eval-
uation metrics except for LLaMA-1s by Acc and t-PPL.
The improvement compared with the baseline, LLaMa is
0∼3.9%, 0∼39.3%, 3.2∼ 44.8%, 0∼ 38.2%, and 0∼10.4%
for Acc, r-sBLEU, s-sBLEU, t-PPL, and s-PPL, respec-
tively. Likewise, our model on Amazon is better than the
baseline except for LLaMA-1s by Acc and t-PPL. [17] re-
ported that 𝑛𝑒𝑔 → 𝑝𝑜𝑠 sentiment style transfer is more
challenging for LLMs. The improvement compared with
the baseline, LLaMa is 0∼4.2%, 1.8∼29.5%, 8.7∼ 30.9%,
0∼ 33.3%, and 0∼38.8% for Acc, r-sBLEU, s-sBLEU, t-
PPL, and s-PPL, respectively.

We also observed that the results obtained by 𝑝𝑜𝑠 →
𝑛𝑒𝑔 transfer are consistently better than 𝑛𝑒𝑔 → 𝑝𝑜𝑠 trans-
fer in both datasets. The differences between zero-shot and
one-shot performance obtained by our approach are larger
than those obtained by the baseline. This indicates that
our prompt strategy that leverages only one example can
assist the LLM to lead consistent performance gain across
all evaluation metrics.

Table 3 shows the comparative results against related
works on Yelp data, and the sentiment transfer is 𝑝𝑜𝑠 →
𝑛𝑒𝑔. We can see that similar to Suzgun et al’s models,
LLaMA, we compare on par or favorably despite using
much smaller models. Specifically, our model with the
zero-shot is better than other zero-shot models in all of
the evaluation metrics except for LLaMA-0s by Acc, es-
pecially, the improvement compared with the second best,

2） https://huggingface.co/docs/evaluate/index
3） https://github.com/pysentimiento/pysentimiento

Model Acc† r-sBLEU s-sBLEU t-PPL

Related Works

[1] LLM-0s - 5.3 9.2 33
[1] LLM-5s - 6.7 11.2 43
[2] GPT-J-6B-0s - 14.3 34.7 49
[2] GPT-J-6B-4s - 25.3 50.5 107

Baselines

[3] LLaMA-0s 70.8 15.5 37.7 49
[3] LLaMA-1s 76.4 13.4 33.7 35

ECP

ECP-0s 69.0 19.2 49.4 62
ECP-1s 79.4 13.1 34.8 33

Table 3 A comparison with related works on the Yelp dataset.
ECP-0s and ECP-1s refer to zero-shot, and one-shot-based infer-
ence, respectively. LLaMA-0s and LLaMA-1s are the baselines
that infer the generation with the same contrastive prompt of [3]
Touvron et al. [20]. References: [1] Reif et al. approach [16], [2]
Suzgun et al. [17], [3] Touvron et al. [20]. Note on †: we used
pysentimiento to obtain the Acc score which is different from
[17].

LLaMA-0s is 23.9%, 31.0%, and 26.5% for r-sBLEU, s-
sBLEU, and t-PPL, respectively. Table 3 also indicates that
our model with the one-shot is slightly worse than LLaMa-
1s on r-sBLEU and t-PPL while there are no significant
differences between them.

4 Conclusion
We proposed a few-shot learning strategy that generates

a target style via two-step prompts: reduction to mine style-
free sequence from the input text, and synthesis to change
the target style to generate the output text. Experimen-
tal results on Yelp and Amazon review datasets showed
that our model is comparable to the baseline, LLaMA with
both zero and one-shot-based inference, especially it works
well on content preservation, r-sBLEU and s-sBLEU met-
rics. There are interesting directions for future work. To
examine the performance against the scales of LLMs, we
will apply our model to LLaMA-13B and 30B. To evaluate
the robustness of our proposed method, we also apply our
model to other style transfers such as politics and topic
mentioned in [24]. For further improvement, we are going
to extend our ECP by prompt learnable method to control
the text generation inspired from the works of [25].
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