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Abstract
Despite significant advances in natural language pro-

cessing, the degree to which these models mimic ”human-
like” linguistic cognition remains uncertain. This study
explores the metalinguistic awareness of Pre-trained Lan-
guage Models (PLMs), focusing on their ability to compre-
hend the structure of language. We utilise the challenging
Rosetta Stone problems from the International Linguistics
Olympiad (IOL), which entail translating sentences from
an unknown language solely relying on limited informa-
tion. ByT5 was selected as our model due to its byte-level
unbiased tokenisation and its aptness for translation tasks.
Our empirical findings reveal that whilst ByT5 can learn
implicit linguistic patterns without supervision, it exhibits
limited metalinguistic awareness, particularly in zero-shot
learning scenarios. These results highlight the need for
ongoing research to enhance the depth and breadth of lan-
guage understanding in PLMs and to bridge the gap towards
human linguistic capabilities.

1 Introduction
Recent advances in language models have significantly

reshaped human-computer interactions across a wide range
of domains. However, a pivotal question remains: To what
extent do these models replicate ”human-like” linguistic
capabilities? This paper explores this question by inves-
tigating the metalinguistic awareness of Pre-trained Lan-
guage Models (PLMs), with a particular focus on their
capacity to comprehend and analyse the structure of lan-
guage.

We assess this aspect of language models using the Inter-
national Linguistics Olympiad (IOL)1）challenges, specif-

1） https://ioling.org/

ically the ”Rosetta Stone” problems [1]. These challenges,
fundamentally translation tasks, require participants to de-
cipher and translate sentences from an unknown language
based on limited context, making them ideal for evaluat-
ing metalinguistic awareness. We selected ByT5 [2] as our
model of choice, owing to its byte-level, unbiased tokenisa-
tion that is adept at handling the diverse and lesser-known
languages encountered in IOL. ByT5’s proven proficiency
in translation tasks is also well-aligned with the translation-
centric nature of the IOL challenges.

Our experiments range from single-language tasks to
more complex zero-shot scenarios, utilising IOL past pa-
pers. The findings demonstrate ByT5’s ability to learn
implicit linguistic patterns unsupervisedly, but also reveal
its limitations in metalinguistic awareness, particularly ev-
ident in zero-shot learning contexts.

In conclusion, whilst significant progress has been made
in language models, a notable gap persists in achieving
human-like metalinguistic awareness. Our research pro-
vides a foundational step towards future efforts aimed at
enhancing PLMs, steering them towards a deeper, more
human-like understanding of language.

2 Related Work
The work ”PuzzLing Machines: A Challenge on Learn-

ing From Small Data” by Şahin et al. [3] is a seminal study
that investigates the learning capabilities and limitations
of various models, from basic statistical algorithms to so-
phisticated architectures, using Rosetta Stone puzzles. The
study illuminates the difficulties these models face in tasks
requiring the understanding and manipulation of language,
particularly when they are trained on small data sets. This
difficulty points to a significant gap in the models’ abili-
ties to engage in deep, abstract linguistic reasoning, simi-
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Figure 1: Left: A Rosetta Stone problem of Inuktitut excerpted from the 2021 IOL paper2）. Right: Preprocessing example,
showing Inuktitut sentences converted through character mapping, retaining their English translations.

lar to the demands of the Rosetta Stone challenges in the
IOL, which suggests they may focus on memorising sur-
face patterns rather than engaging in human-like abstract
reasoning.

Building upon the findings of Şahin et al., our research
extends the examination of language models’ abilities to a
multilingual context. Whilst their study provides a bench-
mark for the current capabilities of various approaches in
linguistic reasoning, our paper aims to further explore the
metalinguistic awareness and deductive reasoning abilities
in multilingual pre-trained models. By incorporating a di-
verse array of languages and data augmentation techniques,
we delve deeper into the potential and limitations of lan-
guage models, aiming to deepen our understanding of how
”human-like” they are in the cognition of language.

3 Dataset

3.1 International Linguistics Olympiad

The International Linguistics Olympiad (IOL) is a pres-
tigious competition that tests advanced linguistic skills and
metalinguistic awareness – key abilities in understanding
and applying language rules. In this Olympiad, the Rosetta
Stone challenges [1], as shown in Figure 1, are of partic-
ular interest to our study. They feature pairs of sentences:
one in a lesser-known language and its translation in the
participant’s native language. Participants must then trans-
late new sentences using only these provided pairs, which
tests their deep understanding of language without needing
extra knowledge beyond a high school level. In case of

2） https://ioling.org/2021/

the example in Figure 1, the solvers are asked to translate
sentences in (a) and (b), using the 12 sentence pairs given.

These challenges are essential for assessing the metalin-
guistic abilities of Pre-trained Language Models (PLMs).
By engaging PLMs with these complex translation tasks,
we aim to gauge their language comprehension and their
ability to mimic human cognitive processes in language
analysis.

For our experiments, we have used a dataset compiled
from IOL past papers dating from 2003 to 2022, focusing
solely on Rosetta Stone puzzles due to their relevance in
measuring metalinguistic awareness. We limited our study
to translations from various source languages to English,
resulting in a collection of 125 problems in 27 different
languages.

3.2 Preprocessing

Inspired by Radford et al. [4], we adopted a concate-
nated data format diverging from traditional sentence pair-
ings. Source sentences follow their English translations,
separated by ’ ‌ = ‌’, and distinguished from subsequent
pairs by ’ ‌;‌’. Consequently, the input takes the form
’𝑆1 = 𝑇1; 𝑆2 = 𝑇2; ...𝑆𝑛’, where 𝑆𝑖 represents the 𝑖th source
sentence, and 𝑇𝑖 is its corresponding English translation.
The model’s task involves translating the contextually em-
bedded source sequence 𝑆𝑛, with 𝑇𝑛 serving as the label
during training. This structure, validated through extensive
testing, was found to be most effective for our purposes,
focusing on the model’s accuracy in translating these se-
quences.
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3.3 Data Augmentation

Recognising the proven link between dataset size and
model performance [5], we devised a data augmentation
strategy tailored for the distinctive challenges of IOL prob-
lems. Our approach entails creating permutations of each
language’s unique character set and pairing these permuted
sequences with their original translations to form new sen-
tence pairs that are structurally distinct yet retain the lin-
guistic features of the original. The process is as follows:

1. Identifying unique characters: Catalogue the
unique characters from the language, ordering them
in ascending sequence.

2. Generating permutations: Implement a derange-
ment algorithm that rearranges the characters ensur-
ing none remain in their original position, thereby
producing a comprehensive set of permutations that
grow exponentially with the number of characters.

3. Augmenting data: Combine the original character
list identified in step 1 with its deranged counterpart.
Subsequently, transform the source sentences using
this new mapping to foster a dataset that exposes the
model to diverse linguistic structures whilst preserv-
ing syntactic coherence.

For visual reference, please see Figure 1. This augmen-
tation technique generates a novel linguistic dataset that
preserves both the solvability of translation tasks and the
authenticity of the original linguistic features, thereby con-
structing a platform to simulate metalinguistic awareness
in our models. The training dataset used in the follow-
ing experiments composed exclusively of these augmented
sequences, deliberately excluding any unmodified original
text, to test the model’s ability to infer linguistic rules from
purely metalinguistic signals. We varied the augmentation
size from 1 to 2,000 to rigorously assess this capability.

4 Experiment
To examine metalinguistic awareness in language mod-

els, we conducted a series of experiments using the ByT5
model [2]. Chosen for its byte-level tokenisation and profi-
ciency in translation tasks, ByT5 is well-suited for the IOL
challenges dealing with translations in extremely minor
languages. Each experiment was replicated five times with
a fixed seed for consistency. We employed BLEU-2 [6]

as our metric, given the brevity of our dataset’s sentences.
The following sections will outline our methodologies and
findings, highlighting how the models process and under-
stand language structures in a manner similar to human
cognition. This research primarily explores translation into
English, setting aside reverse translation for future work.
For detailed results, please refer to Table 1 and Appendix A.

4.1 Single Language Experiment

In our initial experiment, we adopted the simplest setup
by focusing on a single language. Madak was selected
due to its extensive set of questions, providing the largest
dataset for translation from English. The training set con-
sisted exclusively of augmented synthetic sequences de-
rived from Madak’s original texts, whilst the originals
were deliberately omitted. The validation and test sets,
however, included Madak’s questions in their original, un-
augmented form. This setting enables us to emulate a
multilingual environment where each language reflects the
unique features of the Madak language.

The results exhibit a general upward trend, confirming
the model’s ability to learn and analyse implicit linguistic
patterns unsupervisedly. Despite a sudden drop in BLEU-2
scores at an augmentation size of 200, there is a consistent
improvement as the augmentation size increases. Notably,
the scores steadily rise until they reach a peak at an augmen-
tation size of 1,000. This ascending pattern underscores
the model’s growing adeptness at deciphering Madak’s lan-
guage structure, demonstrating the solvability of the tasks
and the efficacy of our data augmentation strategy.

4.2 Multilingual Adaptability with Added
Languages

To evaluate the model’s learning ability with diverse lin-
guistic features, we expanded our experimental setup by
introducing additional languages alongside Madak. The
training split now comprises augmented sequences3）, from
both Madak and another language, whereas the validation
and test splits retained Madak’s original questions, consis-
tent with our initial experiment design.

For this expanded approach, we selected two distinct
languages: Kilivila, sharing the same language family as
Madak, and Inuktitut, from a different language family.
This choice was strategic, aimed at exploring the impact of

3） the un-augmented original sentences were excluded from the set
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Data Augmentation Size
Experiment 1 5 10 25 50 100 200 500 1000 2000

Madak-only 0.00 31.62 15.49 57.81 36.73 34.18 24.05 90.54 100.00 90.54
Madak+Kilivila 26.07 10.54 32.25 10.95 51.85 69.71 85.18 90.54 100.00 100.00
Madak+Inuktitut 10.54 37.30 40.00 66.00 63.96 81.08 59.40 87.34 100.00 100.00
Zero-shot - - - - - - - - 2.28 3.02

Table 1: BLEU-2 scores of the test split for each experiment

linguistic diversity on the model’s learning capabilities.
When Kilivila was added, the BLEU-2 scores showed

a marked improvement even with smaller augmentation,
compared with the Madak-only scenario. The addition
of Inuktitut further accentuated this trend, indicating not
only the model’s adaptability to linguistic variety but also
its enhanced translation capabilities. These results suggest
that incorporating diverse linguistic inputs can significantly
bolster a model’s learning process, highlighting the benefits
of multilingual training environments for developing more
robust language models.

4.3 Zero-Shot Learning and metalinguistic
Awareness

In our final experiment, we established a zero-shot learn-
ing environment, where the training set with augmented
sequences from all 26 languages except Madak, deliber-
ately excluding the un-augmented data. Conversely, the
validation and test sets comprise solely the original, un-
augmented Madak sequences, aligning with the method-
ology of prior experiments. Such a design is to assess
whether the model could extrapolate its learnt structures to
an unseen language, thereby demonstrating metalinguistic
awareness. This approach contrasted with earlier experi-
ments, focusing exclusively on augmentation sizes of 1,000
and 2,000 – identified as the data volumes where BLEU-2
scores were most optimal in prior trials.

Although we observed a slight upward trend in BLEU-2
scores as the augmentation size increased from 1,000 to
2,000 in this zero-shot scenario, the overall scores remained
low, peaking at just around 3. This suggests that whilst
there is a marginal improvement with increased data, the
model’s performance did not reach a level that could be
characterised as demonstrating metalinguistic awareness.
This plateau in performance, even with substantial data
augmentation, points to the limitations of the current model
in adapting to new languages without direct training. The

modest increase in scores with larger augmentation sizes,
however, offers a glimmer of hope that with even more
data or perhaps a refined approach to training, the models
might begin to show signs of the desired metalinguistic
capabilities.

5 Conclusion
The initial experiment with the Madak language has

successfully verified that models are capable of learning
language structures with increased data augmentation in an
unsupervised manner. This was particularly evident when
the data augmentation size reached 1,000, where we saw
the models’ performance peak, affirming the effectiveness
of our approach.

In the subsequent experiment, the introduction of lan-
guages from both the same and different families as Madak
resulted in consistent performance improvements. This
was especially pronounced with the addition of Inuktitut,
suggesting that linguistic diversity is potentially beneficial
to model learning and adaptability.

Finally, the zero-shot experiment tested the models’ abil-
ity to apply learnt knowledge to an unseen language. Al-
though there was a marginal improvement in performance
with larger augmentation sizes, the models did not demon-
strate a strong metalinguistic awareness, as indicated by
the BLEU-2 scores capped at 3.

These findings collectively point to a nuanced under-
standing of language models’ current state. Whilst promis-
ing strides have been made, particularly in terms of han-
dling linguistic diversity, there is still a considerable gap
in achieving genuine metalinguistic awareness. Future re-
search, potentially involving more extensive data augmen-
tation or new training methodologies, can be considered
to bridge this gap. Our study lays a foundational step
towards such future explorations, aiming to empower lan-
guage models with human-like linguistic abilities.
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A Appendix

Data augmentation size
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Figure 2: Experiment 1 — Single Language (Madak)
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Figure 3: Experiment 2 – Madak + Another Language (compared with Madak-only)
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Figure 4: Experiment 3 – Zero-shot
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