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Abstract
This paper compares Japanese adverb taxonomies with

results from natural language processing analysis. A list of
3,801 Japanese adverbs was generated using the Japanese
Multilingual Dictionary (JMDICT). Next, word embed-
dings were produced from these adverbs using four chiVe
(sudachi Vectors) models. Embeddings were then clus-
tered using k-means and hierarchical clustering algorithms,
comparing results with the Yamada 3-category and Noda
5-category linguistic taxonomies. Additionally, Silhouette
analysis indicated optimal clustering at k=3 and k=5 clus-
ters. Manual labeling of a random adverb subset showed
that the Yamada taxonomy tends to unevenly represent ad-
verbs: 66.3% Status vs. 14.2% Degree and 19.5% Declar-
ative. However, the Yamada taxonomy achieved a higher
classification agreement (62.7%) with embedding clusters
than the Noda taxonomy. Overall, this research contributes
insight into Japanese adverb categorization and sets the
stage for future studies.

1 Introduction
Taxonomic classification of Japanese adverbs is a long-

standing aim among Japanese linguists [1] and second lan-
guage educators [2]. Multiple researchers have attempted
to systematize Japanese adverbs through categorical tax-
onomies [3, 4, 5, 6, 7, 8], but differ by linguistic theory and
number of categories. Despite numerous attempts, Ya-
mada’s 3-category (Status, Degree, and Declarative) tax-
onomy from 1936 [9] remains one of the oldest and most
commonly used systems for systematizing Japanese ad-
verbs.

Many tools are currently available to aid this pursuit. For

example, the Japanese Multilingual Dictionary (JMDICT)
[10] serves as a reference for various applications, includ-
ing second language education [11, 12, 13] and natural
language processing (NLP) research [14, 15]. Word2Vec
[16] is another common NLP technique, utilizing a simple
neural network to represent words as multi-dimensional
vectors. Word2Vec’s impact on NLP includes providing
efficient word embeddings for machine translation [17]
and other language modeling tasks [18, 19]. This suc-
cess has led to the development of other word embedding
techniques, such as Sudachi [20] and chiVe (sudachi Vec-
tors) [21]. Sudachi, an open-source Japanese morpholog-
ical analyzer, breaks down Japanese text into morphemes,
aiding in tasks like text analysis and machine translation.
Consequently, these tools have led to increased interest
[22, 23, 24, 25] in analyzing the relationship between se-
mantics and embeddings.

2 Methodology
Here, the Japanese Multilingual Dictionary (JMDICT)

was used to generate a comprehensive list of Japanese ad-
verbs. After list assembly, a normalization step was per-
formed during which the first listed kanji (Chinese script)
form of the adverb was favored. If no kanji form was
present, the kana (Japanese script) form was used. The
final list contained 3,801 adverbs.

To examine semantic relationships among adverbs, we
utilized four chiVe models to generate embeddings: chiVe-
1.1-mc5, chiVe-1.1-mc90, chiVe-1.2-mc5, and chiVe-1.2-
mc90. Embeddings were clustered using either the k-
means algorithm [26] or agglomerative hierarchical clus-
tering [27, 28, 29] driven by the k-means algorithm. The
Python library scikit-learn [30] was used to cluster adverb
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embeddings. Clusters were labeled arbitrarily in numerical
order (starting with Cluster 0). Silhouette scores [31] were
generated for each embedding set to determine the optimal
number of clusters per test. The t-Distributed Stochas-
tic Neighbor Embedding (t-SNE) [32] method was chosen
over Principal Component Analysis (PCA) [33] for plotting
high-dimensional word embeddings in 2D. This selection
was based on the effectiveness of t-SNE in capturing local
relationships and intricate patterns.

When comparing embedding clusters to conventional
linguistic taxonomies, we extracted a random subset of 395
adverbs from the JMDICT dataset. This subset was manu-
ally labeled based on the Yamada 3-category and Noda 5-
category taxonomies. To evaluate agreement between lin-
guistic taxonomies and cluster assignments, we conducted
a rigorous comparative analysis. Yamada’s 3-category tax-
onomy was compared to k=3 cluster results, while Noda’s
5-category taxonomy was compared to k=5 cluster results.
This involved comparing each human-assigned category
with each cluster, then selecting the permutation with the
highest agreement.

3 Results
3.1 Taxonomic representation among

Japanese adverbs
Manual labeling of a random adverb subset (395 ad-

verbs) using the Yamada and Noda systems resulted in
unequal representation among both taxonomies (Table 1).

Table 1 Taxonomic representation across a Japanese adverb
subset
Taxonomy Representation (%)

Yamada
Status Degree Declar.
66.3 14.2 19.5

Noda
Mood Tense Aspect Voice Object
14.9 12.7 22.3 14.7 35.4

Under the Yamada taxonomy, Status adverbs were ob-
served for the majority (66.3%) of adverbs compared to
the less frequent Degree (14.2%) and Declarative (19.5%).
Under the Noda taxonomy, category representation was
more uniform, showing a slight bias towards Aspect
(22.3%) and Object (35.4) adverbs.

3.2 Both k=3 and k=5 fit the data well

Silhouette testing was performed on JMDICT set (3,801
adverbs) embeddings generated using four chiVe models

(Figure 1). Adverb embeddings clustered using the k-
means algorithm optimally at k=3 and k=5 all for chiVe
models tested (k=2 excluded).
3.3 Cluster visualization reveals model-

dependent patterns
Adverb clusters generated from various chiVe model and

clustering algorithm combinations were visualized as 2D
plots (t-SNE), showing a consistent pattern of one large
mass and one smaller island of points. For k=3 clusters
(Figure 2), both k-means and hierarchical clustering meth-
ods formed two clusters sharing a fuzzy boundary within
the large mass. Similarly, k=5 clusters (Figure 3) resulted
in a central mass of four clusters sharing fuzzy boundaries
and a smaller cluster island.
3.4 Embedding cluster agreement varies

with taxonomy
Agreement between cluster assignment and adverb cate-

gory was higher with the Yamada taxonomy than the Noda
taxonomy (Table 2). The highest accuracy comparing k=3
clusters to the Yamada taxonomy was 0.627, while the high-
est accuracy comparing k=5 clusters to the Noda taxonomy
was 0.406.

Table 2 Classification agreement between embedding clusters
and linguistic taxonomies

Model Yamada Noda
k-means clustering

1.1-mc5 0.508 0.368
1.1-mc90 0.546 0.368
1.2-mc5 0.485 0.322
1.2-mc90 0.536 0.325

hierarchical clustering
1.1-mc5 0.627 0.368
1.1-mc90 0.470 0.406
1.2-mc5 0.546 0.350
1.2-mc90 0.437 0.383

Top accuracies for both Yamada and Noda taxonomies
were achieved using version 1.1 chiVe models and hierar-
chical clustering. For the Yamada taxonomy, chiVe 1.1-
mc5 outperformed the second highest accuracy (0.546) by
8.1%. For the Noda taxonomy, chiVe 1.1-mc90 outper-
formed the second highest accuracy (0.383) by 2.3%.
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Figure 1 Silhouette analysis plots for adverb embeddings generated using four chiVe models.

4 Discussion
4.1 Taxonomic heterogeneity among

Japanese adverbs
Unequal representation from the Yamada taxonomy (Ta-

ble 11) suggested that some categories may be overly gen-
eral. A common assumption is that optimal taxonomies
should be represented evenly: i.e., if the Yamada taxonomy
is a good system, then there should be an equal number of
Status, Degree, and Declarative adverbs in the Japanese
language. However, there is no theoretical necessity for
this. Our results (Table 2) show a consistently higher
agreement between embedding clusters and Yamada cate-
gories, suggesting an inherent imbalance of adverb types
in Japanese.
4.2 Hierarchical structure among

Japanese adverb embeddings
Silhouette testing was performed to quantitatively ap-

proach the question of optimal category number, and results
showed maxima at k=3 and k=5 for all four models tested
(Figure 1). High Silhouette scores at k=2 suggest a latent
hierarchical structure among Japanese adverbs. Moreover,
visualization of both k=3 (Figure 2) and k=5 (Figure 3)

tests suggest that subdivision of the large, central mass of
points is likely influenced by model parameters. Finally,
the highest agreement scores were achieved using hierar-
chical clustering: 62.7% vs. 48.3% reported previously
[25]. Together, these findings suggest a hierarchical struc-
ture among Japanese adverbs.
4.3 Methodological challenges and future

optimizations
This study highlights multiple areas for improvement.

First, alternative taxonomies [3, 4, 6, 7, 8] based on
other linguistic theories could point to better methods
of Japanese adverb categorization. Second, future work
would benefit from more trained researchers tasked with
labeling adverbs. Reliability of the JMDICT-generated ad-
verb list could also be improved by a multi-rater review,
as JMDICT is not always stringently curated [34]. Third,
large-scale labeling of all 3,801 JMDICT adverbs would
provide base rate estimates, equipping researchers with the
ability to generate balanced ground truth datasets. These
datasets could then be used for training classifiers, fine-
tuning large language models, and other NLP applications.
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Figure 2 Japanese adverb clusters embedded using four chiVe
models; k=3. Cluster membership (color) is determined by clus-
tering algorithm (k-means vs. hierarchical), while positional in
lower dimensional space is determined by dimensional reduction
method (t-SNE). Membership labels are arbitrarily assigned.

5 Conclusion
In summary, this study explored the taxonomy of

Japanese adverbs through chiVe model embeddings, chal-
lenging conventional assumptions and revealing a nuanced
hierarchical structure. Comparison between Yamada and
Noda taxonomies highlights possible unequal representa-
tion, prompting a re-evaluation of base assumptions about
the Japanese language. Silhouette analysis indicated a la-
tent hierarchy with peaks at k=3 and k=5. Moreover, hi-
erarchical clustering yielded superior agreement with con-
ventional classification taxonomies. Overall, the present
study contributes to the fields of Japanese linguistics and
semantic analysis, providing a foundation for future studies
on these topics.

Figure 3 Japanese adverb clusters embedded using four chiVe
models; k=5. Cluster membership (color) is determined by clus-
tering algorithm (k-means vs. hierarchical), while positional in
lower dimensional space is determined by dimensional reduction
method (t-SNE). Membership labels are arbitrarily assigned.

5.1 Supplemental Material

Please refer to the project GitHub repository for supple-
mental material.
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