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Abstract
Sentence simplification, which rewrites a sentence to

be easier to read and understand, is promising technique to
help people with various reading difficulties. Recent inves-
tigations have shown that instruction-tuned large language
models, namely ChatGPT-3.5, perform strongly on sen-
tence simplification via prompting. However, it has yet to
be clear how well the most advanced ChatGPT-4 addresses
the problem. Also, it is unclear how effective fine-tuning
of ChatGPT-3.5 is on sentence simplification. This study
evaluates the capabilities of these two models, by com-
paring their performance with the current state-of-the-art
supervised model of Control-T5. The results show that
prompting ChatGPT-4 generally outperforms fine-tuned
ChatGPT-3.5 and Control-T5, while lexical paraphrasing
remains as a challenge.

1 Introduction
Sentence simplification aims to make sentences easier

to read and understand by modifying their wordings and
structure, without changing the meaning. It helps people
with reading difficulties, such as non-native speakers [1, 2],
individuals with aphasia [3], dyslexia [4, 5], or autism [6].

In previous years, data-driven approaches have been pre-
dominant in the field of sentence simplification, relying
on large corpora of aligned complex-simple sentences [7].
These approaches often employed a sequence-to-sequence
model as the core framework, then has been enhanced by
integrating various sub-modules into it. Among them, fine-
tuning pre-trained language models incorporating control
tokens representing both lexical and syntactic complex-
ity has achieved state-of-the-art performance. Specifically,
MUSS [8] employed BART [9] while Control-T5 [10] em-
ployed T5 [11]. Despite advancements, existing simplifi-
cation models do not meet the level of direct usefulness to
end users [7].

Recent developments have seen the rise of large lan-
guage models (LLMs). Scaling pre-trained language mod-
els, such as increasing model or data size, enhances their
capacity for downstream tasks. These LLMs with tens
or hundreds of billions of parameters possess unique fea-
tures like in-context learning, which smaller models lack
[12]. Furthermore, instruction-tuning has enabled LLMs
to follow users’ instructions given as prompts. Unlike ear-
lier models that required fine-tuning, these LLMs can be
effectively prompted with zero- or few-shot examples for
task-solving. Notably, the ChatGPT families relesed by
OpenAI demonstrate exceptional general and task-specific
abilities [13, 14, 15]. In terms of sentence simplifica-
tion, some studies compared LLMs’ performance with the
state-of-the-art supervised models. For instance, Feng et
al. [16] evaluated the performance of prompting Chat-
GPT and GPT-3.5, later Kew et al. [17] compared 44
LLMs varying in size, architecture, pre-training methods,
and with or without instruction tuning. Their findings in-
dicate that OpenAI’s LLMs generally surpass the previous
state-of-the-art sentence simplification models.

However, these previous investigations have limitations
in three points. First, there is a lack of comprehensive
exploration regarding the most advanced ChatGPT model
to date, ChatGPT-4.1）. Second, the efficacy of fine-tuning
ChatGPT-3.5 for sentence simplification has yet to be inves-
tigated. Third, they lack sufficient exploration on prompts;
they adopted a uniform prompts with few-shot examples,
which applies identical instructions and offering the same
quantity of examples across datasets irrespective to their
varying features in simplification strategies. ChatGPT
models are known to be sensitive to prompts, the previ-
ous studies overlooked the unique needs of each dataset,
possibly underutilizing their potential on simplification.

We evaluate the performance of ChatGPT-4 and

1） We denote as ChatGPT-3.5/4 to make it distinctive with LLMs
without instruction-tuning.
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ChatGPT-3.52）in English sentence simplification, using
prompt engineering and fine-tuning techniques on three
representative datasets on sentence simplification: Turk
[18], ASSET [19], and Newsela [20]. We compare these
models to Control-T5, which has demonstrated the best
performance in Turk and ASSET. Our findings are summa-
rized as follows:

• ChatGPT-4 indicates generally higher performance
than fine-tuned ChatGPT-3.5 and Control-T5, while
lexical paraphrasing is still a challenge.

• Fine-tuning ChatGPT-3.5 yielded inferior perfor-
mance, and increasing the number of training samples
did not lead to improvements.

2 Evaluation Datasets and Metrics
In this study, we employed the standard datasets and

metrics commonly used for English sentence simplification
as detailed in the following.

2.1 Datasets

We used validation and test sets from the three standard
corpora on English sentence simplification.3）The num-
bers of complex-simple sentence pairs in these sets are
summarized in Table 1. Remarkably, these datasets have
distinctive features as summarized below.

• Turk [18]: This dataset comprises 2, 359 sentences
from English Wikipedia, each paired with 8 simplified
references written by crowd-workers. It is created
primarily focusing on lexical paraphrasing.

• ASSET [19]: This dataset uses the same 2, 359
source sentences as the Turk dataset. It differs from
Turk by aiming at rewriting sentences with more di-
verse transformations, i.e., paraphrasing, deleting
phrases, and splitting a sentence, and provides 10 sim-
plified references written by crowd-workers.

• Newsela [20, 21]: This dataset originates from a
collection of news articles accompanied by simpli-
fied versions written by professional editors. Subse-
quently, it was aligned from article-level to sentence-
level, resulting in approximately 94𝑘 sentence-level

2） We used the ‘gpt-4-0613’ and ‘gpt-3.5-turbo’ models, respec-
tively, and called them via OpenAI’s APIs. The latter is the latest
fine-tuning capable model to date.

3） These validation sets were used for prompt engineering and fine-
tuning.

Table 1: Number of complex-simple sentence pairs in the
validation and test sets of each dataset

Dataset Validation Test

Turk 2, 000 359
ASSET 2, 000 359
Newsela 1, 129 1, 077

simplifications. After careful observation, we found
that deletions of words, phrases, and clauses
predominantly characterize the Newsela dataset.

2.2 Metrics

Our primary focus is on SARI [18], a widely recognized
metric for evaluating sentence simplification. SARI eval-
uates a simplification by comparing it against reference(s)
and the source sentence, focusing on the words that are
added, kept, and deleted. For calculating SARI at the cor-
pus level, we use the EASSE package [22], which allows us
to gauge the overall quality of the model’s simplifications.

Additionally, we report on LENS [23], a recent sentence-
level simplification evaluation metric. LENS leverages
RoBERTa to perform automated evaluations by training it
to predict human judgment scores, considering both the
semantic similarity and the edits performed by the model
compared to the source sentence and references. Following
the implementation from the original LENS study [23], we
computed the average LENS scores of all test samples as the
final score. Note that as LENS is a model-based evaluation
metric, it does not produce any clues to understand the
grounds of a specific score.

3 Tuning LLMs for Simplification
This section describes the processes of our prompt en-

gineering for ChatGPT-4 and fine-tuning of ChatGPT-3.5,
respectively.

3.1 Prompt Engineering

Aiming to optimize ChatGPT-4’s sentence simplifica-
tion capabilities, we conducted prompt engineering based
on three principal components:

• Dataset-Specific Instructions: We tailored instruc-
tions to each dataset’s unique features and objectives,
as detailed in Section 2.1. For the Turk and AS-
SET datasets, we created instructions referring to the
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Table 2: Prompt engineering impact on SARI scores

Valid Set SARI Diff. Best Prompts

Turk 8.3 Turk style + Few-shot + Single ref
ASSET 4.5 ASSET style + Few-shot + Single ref
Newsela 3.6 Newsela style + Few-shot + Multi refs

guidelines provided to the crowd-workers who com-
posed the references. In the case of Newsela, where
such guidelines are unavailable, we created instruc-
tions following the styles used for Turk and ASSET,
with an emphasis on deletion.

• Varied Number of Examples: We varied the number
of examples to attach to the instructions: 0, 1, and 3.

• Varied Number of References: We experimented
with single or multiple (namely, three) simplification
references used in the examples. For Turk and AS-
SET, we manually selected a high-quality reference
from their multiple references. For Newsela, which is
basically a single-reference dataset, we extracted ref-
erences targeting different levels of simplicity of the
same source sentence as multiple references.

We integrated these components into prompts, resulting
in the creation of 15 variations (Figure 1). These prompts
were then applied to each validation set, excluding selected
examples. This resulted in SARI score variations: 8.3 for
Turk, 4.5 for ASSET, and 3.6 for Newsela. Prompts that
achieved the highest SARI scores were designated as ‘Best
Prompts’, which are summarized in Table 2. For more
detailed information, refer to the Appendix A.

Results reveal a direct alignment between the best
prompt’s instructional style and its respective dataset. Ad-
ditionally, these top-performing prompts all use a few-shot
examples of 3. The optimal number of simplification refer-
ences varies; Turk and ASSET show strong results with a
single reference, whereas Newsela benefits from multiple
references, likely due to the intricacies involved in ensur-
ing meaning is preserved amidst deletions. Overall, prompt
engineering notably enhances ChatGPT-4’s sentence sim-
plification output, as evidenced by the significant increase
in SARI scores. Following this, we used the best prompts
to produce simplifications from the respective test sets.

3.2 Fine-Tuning

We fine-tuned ChatGPT-3.5 by calling the API. We used
the WikiLarge [21] training set, following the fine-tuning

Table 3: Performance comparison of different models

Model SARI add keep del LENS

Turk Control-T5 43.7 11.2 70.2 49.7 66.7
ChatGPT-4 42.9 10.7 68.1 49.9 50.9
ChatGPT-3.5 50 37.1∗ 2.8 70.0 38.4 43.1
ChatGPT-3.5 1k 36.8∗ 2.8 69.5 38.0 41.8

ASSET Control-T5 44.9 12.3 63.0 59.4 68.1
ChatGPT-4 47.3∗ 13.2 58.2 70.4 58.9
ChatGPT-3.5 50 42.6∗ 7.9 58.2 61.7 54.9
ChatGPT-3.5 1k 40.8∗ 8.0 61.3 53.1 52.1

Newsela Control-T5 38.6 4.6 38.4 72.7 63.7
ChatGPT-4 41.4∗ 5.6 37.4 81.2 64.4
ChatGPT-3.5 50 41.5∗ 4.6 37.4 82.5 41.7
ChatGPT-3.5 1k 36.3∗ 4.8 40.1 64.1 38.7

settings of Control-T5 to ensure consistency. ChatGPT-3.5
requires only a small amount of training dataset4）, we made
efforts to sample as clean sentence pairs as possible. Our
filtering based on manually designed heuristics left 58k
complex-simple sentence pairs out of the original 296k
pairs. We randomly sampled 50 and 1, 000 pairs for fine-
tuning ChatGPT-3.5. We employed prompts that yielded
the highest SARI scores on ChatGPT-4.

4 Results
As the previous state-of-the-art, we replicated the

Control-T5 model [10], which fine-tuned the T5-base us-
ing the training set of WikiLarge for Turk and ASSET and
that of Newsela, respectively. The results are presented in
Table 3 where the best scores are emphasized in bold.

4.1 Analysis of SARI Scores

We report SARI scores alongside individual scores for
each edit operation: Add (add), Keep (keep), and Delete
(del). To assess the statistical significance of the variations
in SARI scores, we employed a randomization test against
Control-T5. Table 3 marks SARI scores with an asterisk (∗)
where statistically significant differences were confirmed.

The results reveal that ChatGPT-4 outperforms Control-
T5 in sentence simplification on the ASSET and Newsela,
as indicated by its higher SARI scores. Specifically, on the
ASSET test set, ChatGPT-4 achieved a SARI score of 47.3,
while Control-T5 scored 44.9. Additionally, ChatGPT-4

4） OpenAI suggests starting from 50 samples: https:

//platform.openai.com/docs/guides/fine-tuning/

preparing-your-dataset
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Prompt 
Engineering System OutputBest  

Prompts

Best Prompt for ASSET valid set
ASSET style + Few-shot + Single ref

Original sentence: {complex example} 
Simplified sentence: {simple example} * 1

Original sentence: {input}

✖ 3

You are required to simplify the original 
sentence by applying different transformations. 
Please keep the meaning the same. 
Only provide one result.

Test SetsValid Sets

Figure 1: ChatGPT-4 prompt engineering; the identified best prompt on the ASSET validation set is illustrated here.

showed a tendency towards more extensive editing, with
lower keep scores and higher add and del scores compared
to other models. On the Newsela test set, ChatGPT-4 was
scored 41.4 against Control-T5’s 38.6, with a notable in-
crease in del scores. In contrast, ChatGPT-4’s performance
on Turk is on par with Control-T5, which implies that lex-
ical paraphrasing remains challenging for ChatGPT-4.

The fine-tuned ChatGPT-3.5 models generally received
lower SARI scores across all datasets, suggesting less
efficacy in sentence simplification than ChatGPT-4 and
Control-T5. One exception was Newsela, where the
ChatGPT-3.5 50 model showed similar performance to
ChatGPT-4 with a SARI score of 41.5 and comparable ad-
dition, keep, and deletion scores. Nevertheless, upon closer
examination, we discovered that fine-tuned ChatGPT-3.5
models exhibit errors such as copies of the original sen-
tences and fragmented sentences, which were not observed
in ChatGPT-4’s simplifications. It is notable that increas-
ing training samples from 50 to 1, 000 led to decreased
performance in all test sets.

4.2 Analysis of LENS scores

In addition to the corpus-level evaluation using SARI, we
report LENS, which is based on sentence-level evaluation.
The results from LENS present a more nuanced picture:
Control-T5 outrperforms ChatGPT-4 on the Turk dataset,
but fails behind ChatGPT-4 on the Newsela dataset. This is
consistent with the SARI results, but the score differences
between the two models are large. Additionally, on the
ASSET dataset, the LENS rates Control-T5 more favor-

ably, in contrast to the SARI which shows a preference for
ChatGPT-4. We found that LENS scores significantly vary
among sentences; the standard deviations on ChatGPT-
4 were 11.7 (Newsela) to 15.6 (Turk) and on Control-T5
were 14.3 (ASSET) to 17.0 (Newsela). A more sophisti-
cated method to consolidate sentence-level LENS scores
to corpus-level score may be necessary.

Similar to SARI results, fine-tuned ChatGPT-3.5 models
were consistently scored lower than Control-T5 in LENS
across all datasets. Again, increasing training samples
from 50 to 1, 000 did not improve LENS performance.
These outcomes highlight the need for continued research
into the fine-tuning of ChatGPT models for simplification.

5 Conclusion
In this study, we performed an extensive evaluation of

ChatGPT-4 and ChatGPT-3.5 in sentence simplification by
comparing with the state-of-the-art supervised baseline.
Our findings suggest that prompting advanced ChatGPT-
4 model may outperform the supervised baseline in this
field. However, fine-tuning ChatGPT-3.5 was consistently
inferior to the baseline, underscoring the complexities and
limitations of fine-tuning ChatGPT models for sentence
simplification. We also identified inconsistencies in some
results between SARI and LENS, indicating areas that re-
quire further exploration. We are currently conducing hu-
man assessments of errors on outputs of these models to
thoroughly understand their abilities on simplification and
practical impacts from human perspectives.
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A Best Prompts

You are required to simplify the original sentence by using simpler concepts, words, or phrases. Please keep the meaning the same. Only provide one result.

Original sentence: San Francisco Bay is located in the U.S. state of California, surrounded by a contiguous region known as the San Francisco Bay Area, 
dominated by the large cities San Francisco, Oakland and San Jose.
Simplified sentence: San Francisco Bay is located in the U.S. state of California, surrounded by a contiguous region known as the San Francisco Bay Area, 
influenced by the large cities, San Francisco, Oakland and San Jose.

Original sentence: The book chronicles events which take place in the fictional space colony of Windhaven.
Simplified sentence: The book chronicles events which take place in the space colony of Windhaven.

Original sentence: Some academic journals do refer to Wikipedia articles, but are not elevating it to the same level as traditional references.
Simplified sentence: Some academic journals do refer to Wikipedia articles, but are not using it to the same level as common references.

Original sentence: {input}

Figure 2: Turk style + Few-shot + Single ref

You are required to simplify the original sentence by applying different transformations. Please keep the meaning the same. Only provide one result.

Original sentence: Rollins retired in 1962 and opted to become a coach. 
Simplified sentence: Rollins retired in 1962. He then chose to become a coach.

Original sentence: Tourism is concentrated in the mountains, particularly around the towns of Davos / Arosa, Laax and St. Moritz / Pontresina. 
Simplified sentence: Tourism takes place in the mountains around the towns of Davos / Arosa, Laax and St. Moritz / Pontresina.

Original sentence: First Fleet is the name given to the 11 ships which sailed from Great Britain on 13 May 1787 with about 1,487 people to establish the first 
European colony in New South Wales. 
Simplified sentence: 11 ships sailed from Great Britain on 13 May 1787 carrying about 1,487 people. These ships aimed to establish the first European colony in 
New South Wales. These 11 ships were named First Fleet.

Original sentence: {input}

Figure 3: ASSET style + Few-shot + Single ref

You are required to simplify the original sentence. You can delete information that makes the sentence difficult to understand. Only provide one result.

Original sentence: Becker was trailing an underwater camera that will help him and the other scientists figure out how to wrench out an extensive network of 
oyster racks held up by some 4,700 wooden posts sunk into the Estero 's sandy bottom.
Simplified sentences: 
The camera will help scientists figure out how to remove the oyster racks.
The posts are sunk into the Estero 's sandy bottom.
The racks are held up by about 4,700 wooden posts.

Original sentence: He also announced a 15 percent increase in the minimum wage, effective next month, and an increase in scholarships for high school and 
college students.
Simplified sentences: 
He said the minimum wage for workers will go up.
President Maduro said he would fix some things.
The minimum wage is the least amount of money someone can get paid to work.

Original sentence: The monitoring site, more than 5,000 feet above sea level on a pine-studded overlook above the lowest layer of the atmosphere, gives 
Faloona access to undisturbed air from across the Pacific before it is fouled by U.S. pollution sources.
Simplified sentences: 
The spot is more than 5,000 feet above sea level.
His measuring instruments are located on Chews Ridge in the Santa Lucia Mountains.
There he can test the air blowing in from across the Pacific.

Original sentence: {input}

Figure 4: Newsela style + Few-shot + Multi refs
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