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Abstract
Despite advancements in Large Language Models

(LLMs) and their state-of-the-art Machine Translation
(MT) performance, fine-grained Automatic Post Editing
(APE) remains useful for MT by aiding in error detection,
especially when applied to specific domains. To train such
APE systems that incorporate error detection capabilities,
APE datasets with error annotation are essential. However,
most APE datasets are lack of error annotations. We aim
to construct error-annotated APE datasets that improve the
error-based editing proficiency of APE systems. We lever-
age GPT-4, expand post-editing into error-annotated MT
datasets. By employing a Chain-of-Thought (CoT) setting
that applies an error annotation-based analysis step before
post-editing, we ensure the post-editing corrects the errors
while maintaining the phraseology. Our experiments on a
Japanese-English medical MT dataset reveal that GPT-4,
coupled with CoT and error annotations, excels in generat-
ing high-quality, annotation-informed post-edits.

1 Introduction
Machine Translation (MT) models, particularly those

trained on web-derived parallel corpora, are reported to
suffer from reliability issues despite their high average per-
formance, especially when meeting the specific lexicon and
stylistic requirements of certain application domains [1].
Automatic Post-Editing (APE) is a post-processing task in
a Machine Translation workflow, aiming to automatically
identify and correct errors in MT outputs [1]. An APE sys-
tem is usually acquired by training on datasets comprising
triplets of three texts: source (𝑠𝑟𝑐), machine-translation
(𝑚𝑡) of 𝑠𝑟𝑐, and post-edited sentence (𝑝𝑒) of 𝑚𝑡.

With the remarkable strides made in MT systems, partic-
ularly the evolution of Large Language Models (LLMs) in

the past two years, we have witnessed a dramatic enhance-
ment in the capabilities of state-of-the-art MT systems [2].
This technological leap brings to the forefront a compelling
query: Why not solely rely on these more advanced MT
systems for high-quality translations instead of engaging
in post-editing?

In response to this question，we contend that the value
of post-editing transcends mere improvement in translation
quality. A fine-grained APE encompasses the critical func-
tions of detecting, elucidating and rectifying errors within
the translations. The post-editing generated by an APE
system should based on the error annotations. This pro-
cess not only refines the output but also contributes to the
ongoing improvement and understanding of MT systems.

To achieve such a fine-grained APE process, we argue
that the APE dataset needs to come forth with accurate
error annotations (𝑒𝑟𝑟). On this issue, Multidimensional
Quality Metrics (MQM) [3] provides the span and cate-
gory for errors as the error annotations. It is considered as
the most reliable human evaluation framework for MT [4].
There have been many datasets annotated based on MQM
or MQM-like framework [4, 5]. Then, the challenge lies
in using MQM-annotated (𝑠𝑟𝑐, 𝑚𝑡, 𝑒𝑟𝑟) triplets to gen-
erate accurate post-edited translations (𝑝𝑒), requiring not
just error correction but a nuanced understanding of the er-
rors to maintain the integrity and style of the source while
enhancing translation quality.

In this work, we explore the efficacy of GPT-4 on the
task of construction of APE datasets with error annotations
in a Chain-of-Thought (CoT) setting, i.e., applying an error
analysis step to the translations before post-editing. We
evaluate our method APE on a Japanese-to-English med-
ical MT dataset and extend this dataset with fine-grained
post-editings. We show that GPT-4 produces meaning-
ful human-judgment-aligned 𝑝𝑒 that also leads to general
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quality improvements. Also, we find GPT-4 is capable of
accurately using specialized terminology based on refer-
ence. The results demonstrate that CoT with error anno-
tation is critical in constraining the 𝑝𝑒 to be close to the
initial translation while fixing the errors.

2 The Automatic Post-Editing Task
In most settings (e.g., the WMT task on MT Automatic

Post-Editing,1）) the post-editing task is formalized as fol-
lows: given 𝑠𝑟𝑐 and 𝑚𝑡, generate the most likely 𝑝𝑒, i.e.:

𝑝𝑒 = argmax
𝑝𝑒

𝑃(𝑝𝑒 |𝑠𝑟𝑐, 𝑚𝑡) (1)

In which𝑃(𝑝𝑒 |𝑠𝑟𝑐, 𝑚𝑡) denotes the probability of a post-
editing 𝑝𝑒 given 𝑠𝑟𝑐 and 𝑚𝑡. Compared to the vanilla MT
task, the distinction of the APE task is that the 𝑚𝑡 is also
entered as the input. It is conceivable that, in extreme
cases, a powerful enough system could generate accurate
𝑝𝑒 based only on the 𝑠𝑟𝑐 without referring to the 𝑚𝑡. In
such case, the new translation may not qualify as an “edited
text” but is simply a “better quality translation.” The whole
task remains a vanilla MT task.

3 Method
Instead, we want the APE system to be based on the

𝑚𝑡 to correct errors while retaining the phraseology as
much as possible. In other words, we believe that com-
pared to the MT system, the APE system, while outputting
better quality translations, should also correct errors in ini-
tial translations while preserving other correct expressions.
Thus, the APE system should identify errors in the trans-
lation before editing the translation. Then, the task should
be formalized as follows:

𝑝𝑒, 𝑒𝑟𝑟 = argmax
𝑝𝑒, ˆ𝑒𝑟𝑟

𝑃(𝑝𝑒, ˆ𝑒𝑟𝑟 |𝑠𝑟𝑐, 𝑚𝑡) (2)

During the APE process, the APE system is tasked with
concurrently identifying errors in the translated text. The
objective is to preserve the original diction and grammati-
cal structure, correcting only the identified errors.

To train a system accomplishes the above task, we need to
include datasets with quaternions (𝑠𝑟𝑐, 𝑚𝑡, 𝑒𝑟𝑟, 𝑝𝑒). Many
studies have shown that LLMs can perform a series of
complex tasks through In-Context-Learning (ICL) [6] and
CoT [7]. We propose to constructing the APE dataset with
the above quaternions according to LLMs.

1） http://www2.statmt.org/wmt23/ape-task.html

Given a MT dataset annotated under MQM
framework[3], comprising triplet (𝑠𝑟𝑐, 𝑚𝑡, 𝑒𝑟𝑟), we gen-
erate and expand 𝑝𝑒 into this dataset. For ICL, multiple
demonstrations are provided, each using (𝑠𝑟𝑐, 𝑚𝑡, 𝑒𝑟𝑟) as
input. We meticulously craft error-annotation based 𝑝𝑒

outputs for these demonstrations, with the quality of 𝑝𝑒

being validated by native speakers. In our prompts, we im-
plement CoT, structuring the model’s task into two phases:
initially generating a detailed description of 𝑒𝑟𝑟 , followed
by editing the 𝑚𝑡 based on this description. This two-step
approach ensures a thorough understanding and accurate
correction of errors, enhancing the overall quality and re-
liability of the post-edited output.

APE systems are frequently employed in domain-
specific environments [1] to rectify inaccuracies generated
by MT systems trained on general corpora. In such spe-
cialized contexts, maintaining the terminological precision
of the constructed dataset is paramount. To make the ter-
minology output by an MT model accurate, a common ap-
proach is to fine-tune the MT model for domain adaptation
[8]. It usually takes extra time and computation resources.
During the dataset construction phase, we enhance ter-
minological accuracy by utilizing human-annotated refer-
ences (𝑟𝑒 𝑓 ) when available. Note that 𝑟𝑒 𝑓 may not serve
as a qualified 𝑝𝑒 to the 𝑚𝑡, due to its lack of direct ref-
erence to the 𝑚𝑡. Specifically, We use the 𝑟𝑒 𝑓 also as an
input, provide a task description in the propmt and instruct
the model to refer to the terminology that occurs in the
𝑟𝑒 𝑓 . Demonstrations are provided to show how the same
terminology as 𝑟𝑒 𝑓 is used in 𝑝𝑒 without replicate the 𝑟𝑒 𝑓 .

4 Experimental Settings
Dataset: We experiment with an English-to-Japanese

Medical MT dataset (EJMMT) published by Arase et al.
[5], which is annotated with error spans and error types.
The annotation identified 4, 492 errors on 1, 903 translation
output, each with at least one error. Table 1 shows a few
samples from the dataset, covering all the error types. All
errors fall into a customized error typology containing the
following five types:

• Addition: The target text includes text not present in
the source.

• Omission: Content is missing from the translation
that is present in the source.

• Mistranslation: The target content does not accurately
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𝑠𝑟𝑐 𝑚𝑡 𝑟𝑒 𝑓

Regular exercise can improve both of
these qualities.

通常の運動は、これらの性質を改善
することができる。

定期的な運動によってその両方を向
上させることができます。

Even former athletes who stop exercising
do not retain measurable long-term bene-
fits.

運動をやめた元スポーツ選手でさ
え、長期的な長期的な利益を維持す
ることはできない。

元運動選手であっても、運動をやめ
てしまえば、その効果を長期間維持
することはできません。

Endoscopic cyanoacrylate injection:
Doctors pass an endoscope through the
mouth and into the digestive tract.

内視鏡的シアノアクリラート注射:
医師は内視鏡を通して内視鏡を通し
て消化管に入ります。

内視鏡的シアノアクリレート注入：
内視鏡を口から消化管に挿入しま
す。

Table 1 Selected examples in the EJMMT dataset. Colored texts indicate the annotated error spans, and the type corresponds to the
following: Addition, Omission, Mistranslation, Grammar, Terminology.

represent the source content.
• Grammar: Syntax or function words are presented

incorrectly.
• Terminology: The target text is not suitable in terms

of the domain of the document.

Note that 1, 697 errors fall in “Terminology” catagory in-
side 4, 492 errors. MT translations are output half by
Google’s neural MT system [9] and half by NICT’s neu-
ral MT system [10]. For each source sentence, a corre-
sponding Japanese translation is available as the reference,
prepared by human translators with a professional review.

To compare the methods under various settings, we ran-
domly selected 64 samples from the dataset as the test set
and did experiments on them. We then used the optimal
setting on the experiments for the entire dataset.

Prompt: We experiment with gpt (gpt-4-turbo) in our
experiments. We experiment under four prompt settings:

• (i) gpt: We use a prompt that describes the system’s
role as a translator.

• (ii) gpt + 𝑚𝑡: We use a prompt that describes the
system’s role as a post-editor.

• (iii) gpt + 𝑚𝑡 + CoT: We use a prompt that describes
the system’s role as a post-editor and under the CoT
setting.

• (iv) gpt + 𝑚𝑡 + CoT + 𝑟𝑒 𝑓 : We use a prompt that
describes the system’s role as a post-editor, and under
the CoT setting, the system can refer to the 𝑟𝑒 𝑓 for
terminologies.

For each setting, we provide 8 demonstrations covering all
the error types in the EJMMT dataset. All used prompts
are shown in appendix A.1.

Metrics and Evaluation: For quality evaluation, we
use two reference-free Quality Estimation (QE) models:
COMET-22 (wmt-22-cometkiwi-da) [11] and COMET-23
(wmt-23-cometkiwi-da-xl) [12]. Higher scores represent
higher quality. We use COMET-* to denote both COMET-

COMET-22 COMET-23 TER
𝑚𝑡 83.67 70.93 -
𝑟𝑒 𝑓 85.83 75.45 54.43
gpt 86.61 77.27 47.63
gpt + 𝑚𝑡 86.46 76.86 45.95
gpt + 𝑚𝑡 + CoT 86.74 77.47 38.38
gpt + 𝑚𝑡 + CoT + 𝑟𝑒 𝑓 86.78 77.67 38.76
Table 2 Results on the randomly selected samples (N = 64).
A situation with a higher BLEU score but a lower TER with 𝑚𝑡

indicates a better result. Bold items stand for the optimal results.

COMET-22 COMET-23 TER
𝑚𝑡 83.87 71.69 -
𝑟𝑒 𝑓 84.95 74.68 56.04
gpt 86.72 77.50 44.67
gpt + 𝑚𝑡 + CoT + 𝑟𝑒 𝑓 86.33 77.16 39.32
Table 3 Results on the whole dataset (N = 1, 903). A situation
with a higher BLEU score but a lower TER with 𝑚𝑡 indicates a
better result. Bold items stand for the optimal results.

22 and COMET-23 below. To measure the similarity with
𝑚𝑡, we use the average Translation Edit Rate (TER) [13]
implementation from PyTER2）. Texts with lower TER
need fewer edits to make the text the same as the 𝑚𝑡, indi-
cating that the text is closer to 𝑚𝑡 regarding phraseology.

5 Results
Translation Quality improvement Table 5 shows the

results on the randomly selected 64 samples. Throughout,
we find that: First, all settings’ COMET-* scores exceeded
the 𝑟𝑒 𝑓 human translators gave, showing that the edited
text has a higher translation quality with these settings.
Meanwhile, their TERs are also lower than the 𝑟𝑒 𝑓 , which
means that the words and phrases of the edited text are
stylistically closer to the machine-translated text. These in-
dicators provide evidence for the high quality of the dataset
constructed based on GPT-4. Second, comparing setting

2） https://github.com/roy-ht/pyter
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Source 𝑚𝑡 𝑟𝑒 𝑓 gpt gpt + 𝑚𝑡 + CoT + 𝑟𝑒 𝑓

These beneficial effects
in turn decrease the risk
of heart attack, stroke,
and coronary artery dis-
ease.

これらの有益な効果
は、心臓発作、脳卒
中、および冠状動脈
疾患のリスクを減少
させる。

こうした有益な効
果によって、心臓発
作、脳卒中、冠動脈
疾患のリスクが低下
します。

これらの有益な効果
は、その結果、心臓発
作、脳卒中、および冠
状動脈疾患のリスク
を減少させます。

これらの有益な効果
により、順に心臓発
作、脳卒中、および冠
動脈疾患のリスクを
減少させます。

An extra or abnormal
chromosome may in-
crease the risk of can-cer.

余分な染色体または
異常な染色体がある
と、がんのリスクを
高めることになりま
す。

染色体の過剰や異常
ががんのリスクを増
大させることもあり
ます。

余分なまたは異常
な染色体は、がんの
リスクを高める可能
性があります。

過剰な染色体または
異常な染色体がある
と、がんのリスクが
増大する可能性があ
ります。

Table 4 Selected examples of the post-editings. Bold texts denote a accurate medical terminology. Colored text denote an inaccurate
medical terminology.
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Figure 1 The COMET-23 scores before and after editing the
entire dataset. The X-axis is the score of 𝑚𝑡, and the Y-axis is the
score of 𝑝𝑒. 𝑝𝑒 stands for the gpt + 𝑚𝑡 + CoT + 𝑟𝑒 𝑓 setting. Each
point denotes a sentence in the dataset. The solid line represents
the line 𝑦 = 𝑥. The dotted line indicates the average score.
74.35% of the sentences get improved in score after editing.

(ii) with setting (i), the inclusion of 𝑚𝑡 did not increase the
COMET-* score; it even lowered it. TER is slightly lower.
Both settings behave similarly. This result suggests that the
mere inclusion of 𝑚𝑡 allows GPT-4 to treat the task as MT
rather than APE. Third, according to the results of settings
(iii) and (iv), CoT dramatically influences the way GPT-4
performs its tasks. The TER was considerably reduced. At
the same time, the COMET-* score maintains the original
GPT4 level. These results lead us to believe that GPT-4
can provide high-quality translated text, and CoT is an ef-
fective method to constrain GPT-4 to perform APE tasks
rather than MT tasks.

We constructed the post-editing dataset using setting (iv)
on the entire dataset. Table 5 shows the results. Similar to
the results obtained in tests using small samples, the quality
of GPT-4 translations exceeds that of the 𝑟𝑒 𝑓 supplied by

human experts. With CoT, the newly generated translations
are closer to 𝑚𝑡 while improving quality. Figure 1 shows
the COMET-23 scores before and after editing the entire
dataset in detail. In this figure, 74.35% of the translations
are improved after post-editing.

Accurate Use of Terminology
Table 5 presents a curated selection of examples illus-

trating this aspect. These instances reveal that while GPT-4
translations exhibit proficiency, they are not immune to oc-
casional inaccuracies in terminological choices. However,
the incorporation of 𝑟𝑒 𝑓 enhances GPT-4’s capability in
picking terminology. It adeptly extracts and applies ac-
curate medical terminology from 𝑟𝑒 𝑓 , demonstrating its
utility in bridging the gap between automated translations
and the exactitude required in medical contexts.

6 Summary
This study has demonstrated the remarkable poten-

tial of leveraging LLMs for APE in domain-specific ma-
chine translation. Our experimental results convincingly
show that GPT-4 can perform high-quality translation post-
editing in the English-to-Japanese medical domain. This
improvement is evident even when compared to the human-
crafted reference translations. It’s also shown that incorpo-
rating a CoT approach with error annotation proved crucial
in steering GPT-4’s capabilities toward effective APE. This
methodology ensures that the post-edited translations ad-
here closely to the original texts regarding phraseology
while simultaneously correcting errors.

We expand the EJMMT dataset with post-editings and
error annotation in natural language. In the next step,
we will try to train an APE model with the same high
performance and smaller size using the expanded dataset.
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A Appendix

A.1 The Prompt

Following recent work on automatic prompt engineer
[14], the prompt used for generating post-editing has
been revised by GPT-4 iteratively five turns. We pick
up a prompt that generates post-editing with the highest
COMET-23 score in randomly picked 64 samples as the
final prompt. The prompts are shown in Table A.1.

System: As an expert in medical translation from English to Japanese, your task is to analyze the provided text
pairs and identify discrepancies that affect the translation’s accuracy and clarity. For each English
source and Japanese translation pair, consider the following error types:
1. mis-translation: Note instances where the Japanese translation fails to capture the precise or
contextual meaning of the English text.
2. syntax error: Identify any structural issues in the Japanese sentences that lead to grammatical
errors or disrupt the natural flow of reading.
3. lexical choice: Point out where the choice of words in Japanese does not suit the medical context,
is too general, or too ambiguous.
4. under-generation: Detect omissions in the Japanese text where essential information or terms
from the English source are missing.
5. over-generation: Highlight any additional information or terms in the Japanese translation that are
not present in the English source.
For each identified error, provide a concise explanation and suggest a more accurate or appropriate
translation. Focus on ensuring that the Japanese translation accurately reflects the medical terminol-
ogy, context, and intent of the English source while maintaining a professional and reader-friendly
tone. Utilize the reference for accurate terminology. Your goal is to enhance the translation to be as
precise and clear as possible, making it a reliable medical resource.

User: English source: Regular exercise can improve both of these qualities.
Japanese translation: 通常の運動は、これらの性質を改善することができる。
Hints: 1. “通常の”: mis-translation; 2. “both of”: under-generation
Reference: 定期的な運動によってその両方を向上させることができます。

Assistance: Errors:
1. The word “通常の” in Japanese doesn’t accurately convey the English meaning of “Regular”.
2. The Japanese translation omits the specific emphasis on “both” of the qualities, making it less
precise.
Post-edited translation: 定期的な運動は、両方の性質を改善することができます。
(... more 7 demonstrations...)

User: English source: {𝑠𝑟𝑐}
Japanese translation: {𝑚𝑡}
Hints: {Spans of 𝑒𝑟𝑟}
Reference: {𝑟𝑒 𝑓 }

Table 5 The prompt of gpt + 𝑚𝑡 + CoT + 𝑟𝑒 𝑓 setting.

― 41 ― This work is licensed by the author(s) under CC BY 4.0
 (https://creativecommons.org/licenses/by/4.0/).


