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Abstract 
Generative transformer models are powerful tools 

used in a wide variety of natural language processing 
applications. One area in which the application of 
generative pre-trained transformers (GPT) hold great 
potential in the field of biomedical research is auto-
mated data curation. In this study, we utilized GPTs to 
systematically extract structured data from scientific 
articles within PubMed and ClinicalTrials.gov. In our 
research we used OpenAI's GPT-3 and GPT-4 lan-
guage models to efficiently populate text fields that 
have been pre-selected by domain experts in the cor-
responding biomedical fields and present the outcomes 
in JSON format. Initial findings suggest that genera-
tive transformers such as GPT-3 and GPT-4 hold 
promise as potent tools for automating data curation in 
the biomedical domain. 

1 Introduction 
    Scientific papers and databases contain a wealth 
of knowledge obtained through research to date, and 
there are high expectations for their utilization for 
further research activities. However, while infor-
mation in these resources is described in natural lan-
guage, data structuring is often required for its utiliza-
tion. Furthermore, in the case of texts with highly spe-
cialized content, such as academic papers, it is diffi-
cult for a person who is not an expert in the field to 
properly extract the necessary knowledge from the 
text, and the hurdle for manual processing is high. 
Therefore, there is a high demand for easy and accu-
rate structured data creation from text (defined as data 
curation in this paper). With this background, the au-
thors have developed a web-based application, Bio-
medCurator [1], which combines technologies in the 
field of natural language processing (named entity 
recognition, entity linking, relation extraction, and text 

classification). Although BiomedCurator is able to 
extract information with an accuracy equivalent to 
SOTA, it is not very versatile because the annotation 
data used for training covered only the specific field of 
expertise. 
    On the other hand, recent rapid progress in LLMs 
has made it possible to realize data curation by using 
LLMs, and the fact that the use of LLMs for data cu-
ration eliminates the need to create annotation data is a 
significant advantage. Therefore, in this study, we 
studied and optimized prompts to properly implement 
data curation using OpenAI’s GPT language models, 
and evaluated their performance. 

2 Methods 
2.1 Prompt Engineering 
    The focal point of this research is the extraction 
of fields of interest using a generative transformer 
model for the purposes of biomedical data curation. 
The main techniques used in extracting these fields are 
prompt engineering, providing sample responses and 
inputs, and specifying the appropriate output format. 
Each of these was essential in both extracting the ap-
propriate data as well as returning it in a configuration 
that could easily be transferred to a database. 
    The prompt engineering phase consisted primari-
ly of providing basic instructions to the model along 
with a list of fields to be extracted and their corre-
sponding descriptions. Once this was completed, ad-
justments were made to both the instructions and field 
descriptions to improve the model’s performance. 
    Some of the less self-explanatory fields contained 
sample outputs in addition to or in place of field de-
scriptions in order to provide the model with more 
information to extract the desired data. Additionally, 
each of the model self-evaluation scores (further ex-
plained in Section 2.2) contained sample inputs along 
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with the expected evaluation to demonstrate how in-
puts should be evaluated.  
    The final piece of prompt engineering was speci-
fying the response format. In order to minimize the 
amount of preprocessing and formatting that would be 
required to handle the text responses received from the 
GPT models, the decision was made to have the out-
puts formatted in JSON. Additionally, in order to 
avoid unnecessarily verbose responses – particularly 
for the fields that can be summed up in a couple of 
words – the model was instructed to make its response 
as short as possible. Lastly, in order to mitigate un-
helpful formatting patterns that would make dealing 
with the data more difficult, the model was instructed 
not to create any nested objects in its JSON response. 
 

 
Figure 1: Base prompt used for data extraction 

 

 

Figure 2: Sample data field descriptions provided to 
the GPT models 

 
2.2 Model Self-Evaluation 
    Though the primary focus of this research is au-
tomated data extraction and curation, a secondary goal 
was established to assess the capabilities of OpenAI’s 
GPT models in judging the similarity of its own re-
sponses compared to human-labeled truth data. If suc-
cessful, this could lead to a streamlined approach to 
data curation in the future wherein the need to rely on 
humans for evaluating AI-extracted data is greatly 
reduced. Unto this end, a self-evaluation system was 
implemented which consists of the following labels 
that were used to score text similarity: “Different,” 

“Match,” and “Near Match.” Sample inputs and ap-
propriate labels were provided to the model to demon-
strate the expected output for each label, and a small 
subset of the self-evaluations were evaluated by a hu-
man to determine the efficacy of the self-evaluation 
metric. 
2.3 Word Mover’s Distance 
    The primary metric used to gauge response simi-
larity was Word Mover’s Distance (WMD). “The 
WMD distance measures the dissimilarity between 
two text documents as the minimum amount of dis-
tance that the embedded words of one document need 
to ‘travel’ to reach the embedded words of another 
document” [2]. It is designed to measure the similarity 
between two texts based on semantic similarity, uti-
lizing Word2Vec embeddings, rather than strictly 
overlap-ping vocabulary. The Gensim library was 
used to generate Word2Vec embeddings based on the 
text corpus.  
    With the WMD metric, a lower score indicates 
higher text similarity and a higher score indicates a 
higher degree of dissimilarity. The lowest score that 
can be assigned is zero, which indicates that the re-
sponses are identical, but there is no upper limit on the 
score, and in some cases a score of infinity is calcu-
lated which represents zero overlap in the texts. 
    WMD is particularly useful for evaluating 
GPT-derived responses compared to human responses, 
because human-annotated data often uses labels and 
terminology inferred from the text rather than extract-
ed directly from it, whereas LLMs such as GPT-3 
typically do not stray far from the language used in 
source texts when offering summaries or answering 
questions posed by the user. In order to effectively 
evaluate the similarity between these responses some-
thing beyond a surface level metric is necessary. Ad-
ditional metrics used to evaluate response similarity 
were ROUGE-L, BLEU, and METEOR. 

3 Experiments and Results  
    We conducted experiments on the dataset used in 
the BiomedCurator project (Sohrab, Mohammad Go-
lam, et al.). We used GPT-3.5 and GPT-4 by OpenAI.  
In the following, we describe the results of our ex-
periments. 
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3.1 Self-Evaluation Results 
    The following trends were observed in the human 
evaluation of the GPT models’ self-evaluation scores. 
1. When the ground truth contains some in-formation 
but the output of GPT is N/A: The result of 
self-evaluation tends to be “Match” in GPT-3 and 
“Different” in GPT-4. 
2. In the case where the years are different but the 
numbers themselves are similar, such as 2012 and 
2013, it is difficult to be judged as “Different”. 
3. When there is a difference in the amount of infor-
mation between the GPT output and the ground truth, 
GPT-4 tends to output Near Match, while GPT-3 
rarely judges Near Match and almost always outputs 
Match or Different. 
4. GPT-4 is closer to human judgment when it comes 
to self-evaluation. 
    In addition, many of the fields from which GPT 
failed to extract knowledge correctly are ambiguously 
defined, and it is not easy even for humans to judge 
what to output.  
 
Table 1: Sample responses (GPT-3) compared to hu-
man-labeled data. The examples demonstrated here 

show instances where the model exhibited decent per-
formance on extracting the targeted fields. 

 
 
Table 2: Sample responses (GPT-3) compared to hu-
man-labeled data. The examples demonstrated here 

show instances where the model exhibited decent per-
formance on extracting the targeted fields. 

 
 

3.2 WMD and Other Metrics 
    Of the data fields that were extracted in this ex-
periment, a subset was selected which best demon-
strates GPT’s strengths and shortcomings on the se-
lected task and dataset. Out of the sample papers ana-
lyzed for this paper, many contained values that were 
left empty or N/A by annotators. The selected fields 
were chosen to minimize the number of N/A values in 
the human-annotated fields so as to best illustrate the 
models’ capabilities. The fields that contain a value in 
the form # / # under the WMD column are fields for 
which all of the assigned WMD scores were either 
zero (identical responses) or infinity (completely dis-
similar responses) and for which the median and av-
erage was deemed not to be useful. For these fields the 
number before the slash indicates the number of ze-
ro-assigned scores, and the number following the slash 
indicates the number of infinity scores (i.e. ze-
ro/infinity). 
 

Table 3: Median Scores for GPT-3 

 
 

Table 4: Score Averages for GPT-3 
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Table 5: Median Scores for GPT-4 

 
 

Table 6: Score Averages for GPT-4 

 

4 Discussion 

4.1 Model Performance 
    Overall, GPT-4 appears to outperform GPT-3 on 
the task of data extraction and summarization. The 
fields where this can most clearly be seen are the au-
thor conclusion and evidence statement fields. The 
average WMD scores for the author conclusion are 
1.1911 and 0.0908 for GPT-3 and GPT-4 respectively, 
and the average METEOR scores are 0.0946 and 
0.7236. For the evidence statement field, the average 
WMD scores are 1.1174 and 1.0454, and the average 
METEOR scores are 0.0490 and 0.4117 for GPT-3 
and GPT-4 respectively. GPT-4’s improved perfor-
mance over GPT-3 in these fields demonstrates sig-
nificant promise for its use in summarizing more 
complex data, as these fields are among the most 
complex in terms of text content and annotation diffi-
culty, as most of the content is inferred rather than 
lifted verbatim from the text.  
    Additionally, other areas such as the Title and 
Year proved trivially easy for both models, with each 

of them scoring highly on the ROUGE-L F-measure 
metric and mostly zeros on the adjusted WMD metric.   
4.2 Difficulties and Obstacles 
    One of the difficult parts of evaluating each mod-
el’s performance on the task of data extraction and 
summarization is that none of the metrics alone paints 
a complete picture. WMD’s most glaring shortcoming 
is that it is unable to accurately compare numerical 
values by default. Additional code was needed to as-
sign an appropriate score of zero to identical responses 
that consisted of only numerical values. The same 
shortcoming is present in the METEOR and BLEU 
metrics as well. This poses a potential problem as 
many of the data fields of interest contain numerical 
values. Though measures can be taken to compensate 
for this by overriding incorrectly assigned scores in 
the case of simple float to float or integer to integer 
comparisons, it is more difficult when the numbers are 
embedded in a longer text response.  
    Another issue with the WMD metric is that it 
defaults to assigning a score of infinity (indicating no 
response similarity) between two N/A responses when 
they should in fact be considered identical responses. 
The GPT models (primarily GPT-3) also had difficulty 
with the self-evaluation task when it came to compar-
ing N/A values. With WMD however, it is fairly trivi-
al to override the incorrect assignment of an infinity 
scoring by performing a simple string comparison and 
assigning a score of zero if both responses are N/A. 
 
4.3 Conclusions and Future Work  
    As a method for helping to automate the task of 
data curation for biomedical applications, LLMs show 
promise, but there is still much work to do before the 
can be considered reliable enough to utilize without 
human supervision. In future research, other tech-
niques such as transfer learning and further prompt 
tuning may help to improve performance. Additionally, 
future work remains to be done on other GPT models 
such as Meta AI’s LLaMA that do not rely on 
third-party servers to use, as much data in the bio-
medical field is sensitive. With continuous improve-
ments however, LLMs could save researchers valuable 
time and be an invaluable resource in the task of data 
curation.

― 1223 ― This work is licensed by the author(s) under CC BY 4.0
 (https://creativecommons.org/licenses/by/4.0/).



References 
1. Sohrab, Mohammad Golam, et al. Proceedings of 

the 2nd Conference of the Asia-Pacific Chapter of 
the Association for Computational Linguistics and 
the 12th International Joint Conference on Natural 
Language Processing: System Demonstrations. 
2022. 

2. Kusner, M., Sun, Y., Kolkin, N. &amp; Wein-
berger, K.. (2015). From Word Embeddings To 
Document Distances. Proceedings of the 32nd In-
ternational Conference on Machine Learning. 
37:957-966 Available from 
https://proceedings.mlr.press/v37/kusnerb15.html

― 1224 ― This work is licensed by the author(s) under CC BY 4.0
 (https://creativecommons.org/licenses/by/4.0/).


