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Abstract
Pre-trained Language Models (PLMs) with in-context

learning have achieved impressive performance on various
English Natural Language Understanding (NLU) and gen-
eration tasks. However, applying PLMs to languages other
than English is still a challenge. This is because the train-
ing data used for pre-training contains a huge percentage
of English data and a significantly lower percentage of data
in other languages. To alleviate this problem, we propose a
multilingual prompt approach, where we provide the input
in the target language as well as in English, the latter of
which is obtained by Neural Machine Translation (NMT).
We experimented on six Japanese datasets and achieved
SOTA performance in two of them.

1 Introduction
In recent years, the world knowledge from the huge-scale

training data and the generalization ability from the huge-
scale model have enabled the PLMs to show promising per-
formance on a wide range of Natural Language Processing
(NLP) tasks [1, 2, 3]. This data-driven approach has espe-
cially shown promising results on English tasks [4]. It even
shows better than the fine-tuning methods with a few-shot
in-context learning setting [5]. Although the high gener-
alization ability enables the PLMs to deal with NLP tasks
in other languages, a performance gap exists between them
and the same tasks in English. This phenomenon is largely
due to the lack of training data in the target language [3, 6].

To alleviate the data distribution mismatch problem be-
tween the training data and testing data, increasing the per-
centage of non-English data in the training set is a trivial yet
efficient approach. However, the disadvantages include the
high cost of data collection and cleaning, the data scarcity
for low-resource languages, and the drop in performance of
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Figure 1: Overview of the proposed method.

English tasks [6]. Having English play the role of the inter-
mediary is another effective way. This includes translating
the non-English inputs into English [7], translating the En-
glish training data to the target language [8], or showing a
few English examples as context to adjust the domain [4].

In this work, we solve the data distribution mismatch
problem in PLMs with a novel multilingual prompt ap-
proach (See Figure 1). We first translate the input in the
target language into English and feed them into PLMs. In
this way, the prompt provides both accurate information in
the original input and information in English that can be
processed by the model without language mismatch.

We conducted experiments on the JGLUE benchmark
that contains 5 language understanding tasks [9] and on
the KWDLC dataset [10] for the Japanese word segmen-
tation task. Compared with fine-tuning methods based on
BERT variants, the proposed multilingual prompt approach
based on a GPT-3 model achieves SOTA performance on
the sentiment classification and Japanese word segmenta-
tion datasets and comparable performance on most of the
rest datasets. Ablation studies show the importance of us-
ing multilingual rather than Japanese only or English only
inputs. Analysis with examples further reveals how the
English references help.
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I'm a knowledgeable Japanese. Given a commonsense question 
and 5 choices, I will give one number of the most suitable answer. Ptask

Question: 中東にある国は︖ (which countries are in the middle east?) 
Choice 1: アメリカ (united states) 
Choice 2: 拘置所 (detention house) 
Choice 3: ロシア (russia) 
Choice 4: アフガニスタン (afghanistan) 
Choice 5: 空港 (airport) 
A: 4

Pexamples

Question: ⽊を噛る動物は︖ (Animal that bite trees?) 
Choice 1:塵 (dust) 
Choice 2: 拘置所 (pig) 
Choice 3: ロシア (dog) 
Choice 4:経典 (scripture) 
Choice 5: ビーバー (beaver) 
A:

Pquery

Figure 2: Prompt format with multilingual examples and the query.

2 Related Works
As the scales of PLMs increase (e.g., BERT series [1,

11], T5 model [2], and the GPT series [12, 4]), few-shot
in-context learning without back-propagation to update the
model parameters becomes possible [13]. The in-context
learning approach makes it extremely practical, where the
model can be applied to entirely new tasks requiring only
a minimal amount of annotation.

To solve the non-English NLP tasks, multilingual PLMs
approaches (e.g., mBERT [1], mT5 [14], and XGLM [6])
attempt to collect more balanced data from more than one
hundrad languages and solve tasks in language other than
English directly. Other attempts to alleviate the data distri-
bution mismatch problem of PLMs pre-trained on unbal-
anced data include fine-tuning based methods [15, 16],
translation-based methods [7, 8], and zero-shot meth-
ods [4], which require less computation. Multilingual input
is also a common method in multilingual MT [17, 18].

3 Methods
We first briefly define the notations of the task, prompt,

and output. We then explain the proposed multilingual
prompt with a few-shot in-context learning method.

3.1 Notations

We define the parameter in the PLM as 𝜃. For each task
𝑇 , we define the dataset as 𝐷. The prompt of the PLM is
defined as 𝑃, where 𝑃 = [𝑃𝑡𝑎𝑠𝑘 , 𝑃𝑒𝑥𝑎𝑚𝑝𝑙𝑒𝑠 , 𝑃𝑞𝑢𝑒𝑟𝑦] is a

concatenation of three parts as presented in Figure 2.

• The task explanation part 𝑃𝑡𝑎𝑠𝑘 provides the infor-
mation of the task and the format of input and output
of each data examples. It varies with the task.

• The example part 𝑃𝑒𝑥𝑎𝑚𝑝𝑙𝑒𝑠 provides 𝑁 examples.
Each example 𝐸𝑖 consists of two parts, the question
part 𝑄𝑖 and the correct answer 𝐴𝑖 .

• The query part 𝑃𝑞𝑢𝑒𝑟𝑦 provides the question 𝑞 at the
inference time without the answer.

We call a setting zero-shot if the 𝑃𝑒𝑥𝑎𝑚𝑝𝑙𝑒𝑠 is empty (𝑁 =

0), few-shot if 𝑁 is a small number. We keep 𝑁 < 10 in
all few-shot experiments. The output is defined as 𝑦; for
different tasks 𝑇 , the set of possible output values differs.

3.2 Multilingual Prompt

We keep the target language Japanese across the exper-
iments. For all the texts 𝑡𝐽𝑎 in 𝑃𝑒𝑥𝑎𝑚𝑝𝑙𝑒𝑠 and 𝑃𝑞𝑢𝑒𝑟𝑦 , we
apply a high-quality machine translation tool Textra1）to
translate it into a English text 𝑡𝐸𝑛. We then combine 𝑡𝐽𝑎

and 𝑡𝐸𝑛 to form a multilingual text 𝑡𝑀𝑖𝑥 . We then replace
𝑡𝐽𝑎 with 𝑡𝑀𝑖𝑥 to generate the multilingual 𝑃𝑒𝑥𝑎𝑚𝑝𝑙𝑒𝑠 and
𝑃𝑞𝑢𝑒𝑟𝑦 as shown in Figure 2.

In the zero-shot multilingual prompt setting, the output
of the PLM 𝑦 = 𝑓 (𝑃 |𝜃) tends to be multilingual, and we
only keep the Japanese part as a prediction. In the few-shot
setting, the output will be in the correct format following
the 𝑃𝑒𝑥𝑎𝑚𝑝𝑙𝑒𝑠 . Note that we use English for 𝑃𝑡𝑎𝑠𝑘 across
all the experiments.

1） textra.nict.go.jp
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Table 1: Results on the JGLUE benchmark. Bold represents the best performance except for Human. Blue represents
the best setting among the proposed methods.

Dataset MARC-Ja JSTS JNLI JSQuAD JCommonsenseQA
Metrics Acc Pearson Spearman Acc EM F1 Acc

Baselines:
Tohoku BERT large 0.955 0.913 0.872 0.900 0.880 0.946 0.816
NICT BERT base 0.958 0.910 0.871 0.902 0.897 0.947 0.823
XLM RoBERTa large 0.964 0.918 0.884 0.919 - - 0.840
Waseda RoBERTa large (s128) 0.954 0.930 0.896 0.924 0.884 0.940 0.907
Waseda RoBERTa large (s512) 0.961 0.926 0.892 0.926 0.918 0.963 0.891

Proposed:
Zero-shot Japanese 0.969 0.817 0.730 0.503 0.813 - 0.847
Zero-shot English 0.947 0.646 0.515 0.369 0.383 - 0.788
Zero-shot Multilingual 0.969 0.841 0.784 0.480 0.808 - 0.861
Few-shot Japanese 0.974 0.817 0.808 0.572 0.866 0.941 0.898
Few-shot English 0.969 0.836 0.819 0.495 0.4842） - 0.822
Few-shot Multilingual 0.975 0.834 0.824 0.625 0.859 0.942 0.885

Human 0.989 0.899 0.861 0.925 0.871 0.944 0.986

Table 2: Results on the KWDLC dataset for the Japanese
word segmentation task. Bold means the best performance.

Metrics Precision Recall F1

Baselines:
CRF+BERT [19] 0.618 0.653 0.635

Proposed:
Few-shot Japanese 0.884 0.868 0.874
Few-shot English 0.530 0.504 0.511
Few-shot Multilingual 0.886 0.867 0.875

References:
MeCab [20] 0.802 0.840 0.819
Kytea [21] 0.654 0.769 0.705

4 Experimental Settings

4.1 Datasets

We use five datasets from the JGLUE benchmark [9],
including 1) MARC-ja, a text classification dataset, 2)
JSTS, the Japanese version of the semantic textual simi-
larity dataset, 3) JNLI, the Japanese version of the natural
language inference dataset, 4) JSQuAD, the Japanese ver-
sion of reading comprehension dataset, and 5) JCommon-
senseQA, the Japanese version multiple-choice common-
sense Question Answering (QA) dataset.

Additionally, we add a Japanese word segmentation task
to verify whether the English translation will still help for

2） Compared with the translated answers.

the task that requires Japanese syntax information process-
ing ability. We test on the KWDLC dataset [10], which is
segmented by Jumanpp [22] and revised by experts.

The evaluation metrics keep the same with the previous
work [9, 19], using accuracy for multi-choice tasks, Pear-
son and Spearman for the ranking task, Exact Match (EM)
and F1 for the QA task, precision, recall, and F1 for the
word segmentation task.

4.2 Model Settings

PLM We run experiments on a publicly available pre-
trained language model GPT-3 Codex (175B)3）with tem-
perature as 0, top p as 1, frequency penalty as 0, presence
penalty as 0, and max tokens as 200.

MT Model We use a publicly available MT tool Tex-
Tra4）with the general Japanese to English model.

Few-shot We manually select 𝑁 < 10 examples from
the train set that cover all types of output labels. For the
MARC-Ja dataset, we use 2 examples with positive labels
and 2 with negative labels. For the JSTS dataset, we use 10
examples with labels from 0.0 to 5.0 in a roughly uniform
distribution. We use 6 examples for JNLI, 5 examples for
JSQuAD, 5 for JCommonsenseQA, and 7 for KWDLC.
For the JSQuAD dataset, in the case that there are multiple
correct labels, we show the first one in 𝑃𝑒𝑥𝑎𝑚𝑝𝑙𝑒𝑠 .

3） beta.openai.com/docs/models/codex

4） mt-auto-minhon-mlt.ucri.jgn-x.jp
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⼩学校⼀年の娘が、アニーが追いかけられるシーンで、怖い〜と号泣してし
まいました。でも、とても気に⼊って⾒ていました。

Output:

Query
(Ja only):

Query
(Multi-source):

Output: negative

positive

⼩学校⼀年の娘が、アニーが追いかけられるシーンで、怖い〜と号泣してしま
いました。でも、とても気に⼊って⾒ていました。 (my daughter, who is in 
the first grade of elementary school, cried bitterly at the scene where annie 
was being chased. but I liked it very much and watched it.)

✘

Figure 3: An example from the MARC-Ja dataset where multilingual prompt helps.

正解：

Output:

Query
(Ja only):

北⻄|は|安徽|省| 、 |⼭東|省| 、 |南東|は|浙江|省| 、 |上海|市|と|隣接|して|いる| 。

北⻄は|安徽省| 、 |⼭東省| 、 |南東|は|浙江省| 、 |上海市|と|隣接|して|いる| 。

北⻄は安徽省、⼭東省、南東は浙江省、上海市と隣接している。
(it borders anhui and shandong in the northwest, and zhejiang and 
shanghai in the southeast.)

Query
(Multi-source):

Output:

北⻄は安徽省、⼭東省、南東は浙江省、上海市と隣接している。

北⻄|は|安徽|省| 、 |⼭東|省| 、 |南東|は|浙江|省| 、 |上海|市|と|隣接|して|いる| 。

Figure 4: An example from the KWDLC dataset where multilingual prompt helps.

Baselines For the JGLUE benchmark, we compare
with the fully supervised methods fine-tuned on Tohoku
BERT,5）NICT BERT base,6）Waseda RoBERTa,7）and
XLM RoBERTa models [23]. For the KWDLC dataset,
we compare it with a previous unsupervised method based
on BERT [19]. We added existing tools MeCab [20] with
ipadic dictionary and KyTea [21] as references. Note that
the KWDLC is originally segmented by Jumanpp [22]
therefore the F1 score using Jumanpp is near 1.0.

5 Experimental Results

5.1 Main Results

Tables 1 and 2 show the results of the JGLUE bench-
mark and KWDLC dataset correspondingly. The proposed
methods show SOTA performance on the text classification
dataset and Japanese word segmentation dataset. The per-
formance is also comparable to the fine-tuned methods on
two QA datasets. However, we found that the performance
is worse on the tasks JNLI and JSTS that require reason-
ing ability. We can observe that the fine-tuned methods
outperform humans on these two tasks.

The few-shot methods gave higher scores than the zero-
shot ones on all the tasks, showing the effectiveness of
in-context learning. We found the improvement from both
better output format and adaptation to the task domain.

5） huggingface.co/cl-tohoku/bert-base-japanese-v2

6） alaginrc.nict.go.jp/nict-bert/index.html

7） huggingface.co/nlp-waseda/roberta-base-japanese

The multilingual prompt outperforms the Japanese or
English only prompt on most tasks. We assume that it is
due to less distribution mismatch between the testing and
training data.

5.2 Case Analysis

We gave two cases where the multilingual prompt leads
to correct prediction. Figure 3 provides a text classifi-
cation example, where the object is implicit and omitted
in the Japanese text. However, in the translated text, the
phrase but I liked it is completed, and the object information
becomes explicit, which helps the model to give the cor-
rect prediction. Figure 4 illustrates another case from the
word segmentation task. The names of the province (An-
hui, Shandong. . . ) are given as separate English words in
the translation, which provides word boundary information
and helps to segment Japanese words correctly.

6 Conclusion and Future Work
In this work, we proposed a multilingual prompt ap-

proach to better apply the PLMs to non-English tasks.
The prompt contains the original input in Japanese and
the translated input in English, which alleviates the data
distribution mismatch problem. We experimented on six
Japanese datasets and achieved SOTA performance on two
of them. Future work includes adding Chain-of-though
(CoT) [5], a cross-lingual version of the few-shot retrieval
method [24], and a web-searching method [25].
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