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Abstract
The idea of using analogy to assess the quality of word

embedding spaces implies the existence of parallelograms
between the four terms of an analogy. We investigate the
presence of analogy parallelograms in various word em-
bedding spaces for various languages by relying on analo-
gies contained in several analogy test sets. In this paper,
we report a negative result: no parallelogram is found. We
also discuss another possibility to approach the word as a
small n-sphere instead of being a point inside the embed-
ding space. Thus an analogy is formed as a parallelogram
between four n-spheres.

1 Introduction
Previous works, like [1] and [2], claimed that there are

linguistic regularities in word embedding spaces, and even
sentence embeddings [3]. These regularities emerge as
parallelograms on hyperplanes in the embedding space.
Figure 1 presents an illustration of the claim where the four
terms in an analogy make a parallelogram in the embedding
space.

This claim was challenged by [4]. When the space
is curved as in differential manifolds, the equality ®𝐷 =
®𝐶+ ®𝐵− ®𝐴will not hold for the analogy A : B :: C : D. They
proposed a parallelogramoid procedure using geodesic
shooting and parallel transport to explain the analogical
relation between words along curvatures in Riemannian

Figure 1 Parallelograms in word embedding space. Figure
copied from [1]

manifolds.
In this paper, we perform an investigation of analogies

that possibly exist in word embedding spaces. To investi-
gate the existence of parallelograms in embedding spaces,
we perform experiments in discovering the analogies con-
tained in various analogy test sets. We explore embedding
spaces and try to extract all analogies from these analogy
test sets.

2 Extraction of analogies from word
embedding space
In the following section, we describe how the paral-

lelogram defines an analogy and the implication of the
definition on how we can extract analogies from a word
embedding space.

2.1 Analogy as parallelogram

Figure 1 shows that linguistic regularity between four
words, which is an analogy, makes a parallelogram. This
parallelogram implies that there is an equality between ra-
tios on the left hand and on the right hand of the anal-
ogy. For example, for the analogy man : woman ::
king : queen, we should have the equality between the
ratios of man : woman and king : queen (blue arrows
in Fig. 1). In addition, to make a parallelogram, equal-
ity in the other direction is necessary: man : king =
woman : queen. This is also true for analogy between other
objects than words, like numbers. There is an equality be-

Figure 2 Parallelogramoid procedure on a Riemannian mani-
fold. Figure copied from [4]
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tween the ratios 2 : 4 and 3 : 6 for the analogy 2 : 4 :: 3 : 6
(because of the properties of subtraction, the equality 2 : 3
and 4 : 6 is implied).

Unfortunately, previous works, like [1, 5], did not use
this definition to solve the analogical equation: coin the
word 𝐷 given the tree words, 𝐴, 𝐵 and𝐶. After calculating
the vector ®𝐷 from ®𝐴, ®𝐵 and ®𝐶, they will take vector ®𝐷′

which is the closest vector to ®𝐷. This is a relaxation of
the claim that an analogy is a parallelogram. Prior to this,
our intuition is that it will be very hard to have a true
parallelogram inside the word embedding space.

Table 1 shows the result of a preliminary experiment on
solving analogical equation of man : woman :: king : x
using three different pre-trained embedding models: fast-
Text, word2vec and SENNA. This experiment was done
in various languages: Belarussian (bel), Chinese (zho),
French (fra), German (deu), Indonesian (ind), Javanese
(jav), Sundanese (sun) and Thai (tha). The answers are
checked by native speakers of the language. Results show
that all of the answers are incorrect, except for French (fast-
Text and word2vec), German (fastText) and Thai (fastText
and word2vec).

Lang. Pre-trained embedding model
fastText word2vec SENNA

bel звер-жанчына - -
zho 万凰

fra reine† reine† princesse
deu königin† Sibylle
ind kerajaan rajanya -
jav Kirata raja-raja -
sun Warmadewa - -
tha ราชินี † ราชินี †

Table 1 Solution of analogical equation
man : woman :: king : x in various languages using vari-
ous pre-trained embedding models. A dagger mark (†) shows a
correct answer according to human judgement (5 times out of
14). A hyphen (’-’) means that there was no available pre-trained
model for that particular language at the time the experiments
were conducted.

2.2 Notions on analogy and extraction of
analogical clusters

An analogy between four words, 𝐴, 𝐵,𝐶 and 𝐷, is noted
as A : B :: C : D . The condition for an analogy to hold
is an equality between the ratios. as shown in Formula (1).

𝐴 : 𝐵 :: 𝐶 : 𝐷
Δ⇐⇒

{
𝐴 : 𝐵 = 𝐶 : 𝐷
𝐴 : 𝐶 = 𝐵 : 𝐷

(1)

The ratio between two words, 𝐴 and 𝐵, is defined as
the difference of the vector representations of the words:
𝐴 : 𝐵 Δ

= ®𝐴 − ®𝐵. We thus replace Formula 1 by Formula 2.
With the difference between vectors, similarly as with num-
bers, the two equalities in the right part of Formula (2) are
equivalent.

𝐴 : 𝐵 :: 𝐶 : 𝐷
Δ⇐⇒

{
®𝐴 − ®𝐵 = ®𝐶 − ®𝐷
®𝐴 − ®𝐶 = ®𝐵 − ®𝐷

(2)

Based on that, an analogical cluster is defined as a group
of word pairs with the same ratio. This is basically the
same as categories found in analogy test sets like capital-
common-countries, currency, etc. (see Section 3).

𝐴1 : 𝐵1

𝐴2 : 𝐵2
...

𝐴𝑛 : 𝐵𝑛

Δ⇐⇒ ∀(𝑖, 𝑗) ∈ {1, . . . , 𝑛}2,

𝐴𝑖 : 𝐵𝑖 :: 𝐴 𝑗 : 𝐵 𝑗

(3)

3 Data
There are two main resources used in this work: pre-

trained word embedding models and analogy test sets. We
investigate whether the analogies contained in analogy test
sets emerge as true parallelograms in pre-trained word em-
bedding spaces.

3.1 Pre-trained word embedding models

We use fastText [6] pre-trained models. They provide
models in various languages which allow us to compare
across different languages. The models were trained on
Common Crawl and Wikipedia using CBOW with position-
weights. The models we used were trained in 300 dimen-
sions, with character n-grams of length 5, a window of size
of 5 and 10 negative samples.

Let us now turn to the distribution of values inside the
vector. We sample 1,000 vectors from the embedding
model. For each dimension of the vector, we calculate the
mean and standard deviation. Figure 3 plots the means of
values for the 300 dimensions of the fastText pre-trained
model for English. We observe that the graph roughly
follows a Gaussian distribution centered around zero. The
error bars in the figure show the standard deviation of the
mean. These error bars are not visible in the figure because
most of the standard deviations are around 0.05, which is
very small.
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Figure 3 Distribution of fastText’s vector means for each di-
mension with their standard deviation

3.2 Analogy test sets

We survey several analogy test sets that are publicly
available. Table 2 shows the language availability of dif-
ferent analogy test sets.

• Google analogy test set1）[7] is probably the first anal-
ogy test set widely used since the emerging popu-
larity of word embedding models. It contains gen-
eral knowledge questions, like country-capital, and
morphological questions, like singular-plural form of
nouns. The analogy test set is originally only available
in English.

• fastText analogy test set2）[8] is provided alongside
the pre-trained models. The test set follows the format
of its predecessor, Google analogy test set, and is
available in French, Hindi and Polish.

• Bigger Analogy Test Set or usually called as BATS3）

[9] is a bigger and more balance analogy test set in
comparison to Google and fastText analogy test set.
The analogy test set is also available for Japanese with
the version called jBATS4）[10].

• Multilingual Generation of Analogy Datasets
(MGAD)5）[11] is an analogy test set extracted from
Universal Dependency treebanks. Thus, the analog-
ical questions are restricted only to morphological
phenomena. It is available in Hindi, Russian and Ara-

1） http://download.tensorflow.org/data/

questions-words.txt

2） https://fasttext.cc/docs/en/crawl-vectors.html

3） https://vecto.space/projects/BATS/

4） https://vecto.space/projects/jBATS/

5） https://github.com/rutrastone/MGAD

bic.

Test set
Language

en fr hi pl ru ar ja

Google ✓

fastText ✓ ✓ ✓

BATS ✓ ✓

MGAD ✓ ✓ ✓

Table 2 Survey on the availability of analogy test sets

4 Experimental protocol
The purpose of our experiment is to investigate the exis-

tence of parallelograms inside the embedding spaces. We
rely on analogy test sets as our ground truth. We investi-
gate whether analogies contained in the analogy test sets
actually make parallelograms. As the analogy test sets are
already organised into categories, we check whether ratios
in analogies that belong to the same categories are actually
the same, i.e, whether one category makes one analogical
cluster.

We carry out experiments in extracting analogical clus-
ters from sets of words contained in each category of an
analogy test set. Words are represented as vectors given by
a pre-trained word embedding model. The extracted ana-
logical clusters are expected to be similar to the categories
contained in the analogy test set. To extract the analogical
clusters, we use two different approaches.

The first approach relies on the strict definition of analo-
gies where the equality of ratios has to hold in order to
have an analogy. The algorithm to extract analogies from
a given set of words is already presented elsewhere, such
as [12, 13]. However, to ensure the equality of ratios, these
techniques apply only to natural numbers (integer values).
We convert the real values found on the vector dimensions
into integer values by approximation, up to a certain pre-
cision after the decimal point. Formula (4) illustrates the
approximation on a vector, with a precision of 3.©­­­­­­«

0.1435
0.3496

...

0.1180

ª®®®®®®¬
=⇒

©­­­­­­«
143
349

...

118

ª®®®®®®¬
(4)

The second approach involves a common clustering al-
gorithm. We perform DBSCAN clustering algorithm to
cluster ratios. The reason behind it is the scalability and
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the geometry used (distances between points) which is
aligned with the constraint that we use here with anal-
ogy. In this work, we use the implementation provided by
scikit-learn 6）library.

5 Results and analysis
The results give no parallelogram found between words

in the analogical test sets, as represented by vectors in
any of the pre-trained embedding spaces considered, was
found. This observation, which constitutes a negative re-
sult, gives support to the construction proposed in [4]. We
also achieved the same result by using DBSCAN clustering
algorithm.

5.1 A word as an area in the space

The analogy test sets are mainly used to assess the qual-
ity of a word embedding space. The test sets demand the
embedding space to follow certain linguistic regularities,
which are claimed to be semantical. However, in practice,
some heuristics and tricks are introduced while performing
the analogy task. For example, deleting the words included
in the problem itself (the term 𝐴, 𝐵 and 𝐶) from the can-
didates of the solution. Word 𝐷 is enforced to be different
than words 𝐴, 𝐵 and 𝐶 even when the true vector 𝐷 that is
calculated by the algorithm is closer to any of these words.

We propose that we should think of a word not as a
point, but rather as a small n-sphere in the embedding
space. By adopting this approach, we may find that this
small n-sphere for a word may includes several words. The
visibility and representation of the meaning of a word in the
embedding space is extended by the proximity of the words
in the neighbourhood. Thus, the analogy is now formed by
the four small n-spheres instead of just four points in the
embedding space. Here, we can imagine that the words
king, duke, prince, count, etc. may have their extended
n-sphere intersect or even inside each other. This makes
the heuristics and tricks that we have done before sound
natural.

5.2 Hypernymy and hyponymy

Capitalising on the approach of a word as a small n-
sphere, here, we may get another explanation of how the
embedding space outputs the solution which is the hyper-

6） https://scikit-learn.org/stable/modules/clustering.

html

nymy or hyponymy of the true answer. For example, we
may get one of the king’s names instead of the word king
itself. This varies depending on the corpus on which the
embedding space is trained on. The discussion comes to
whether there is any feature for the degree of generality
of a word in embedding spaces; whether distributional se-
mantics captures hyponymy and hyponymy. [14, 15] pro-
vides experiments on several datasets to observe whether
hypernymy structures exist and are preserved inside the
embedding space.

5.3 Task of analogy

Let us now reflect back on the task of analogy. It is
important for us to ask ourselves again what are better
analogies to design. One possible approach to answer that
is to extract all possible analogies from a word embedding
space. We need to have a critical view or be able to analyse
these extracted analogies to draw conclusions about their
validity of acceptability. Of course, we have to be more
precise about the task at hand. If the goal is to assess the
quality of the embedding space, then it is strictly demanded
that the previously mentioned tricks are not fair.

6 Conclusion
By relying on analogies contained in analogy test sets,

we investigated the existence of parallelograms inside a
word embedding space model, fastText. The experiment
consists in rediscovering the analogies by extracting analo-
gies defined as the equality of ratios between the four terms.
This implies that we only want true parallelograms. Ex-
perimental results showed that no analogy can be extracted
from the word embedding spaces. We then applied a com-
mon clustering algorithm, DBSCAN, to extract the analo-
gies. This way we allow for a loose parallelogram. This
result supports the construction proposed in [4] where par-
allelograms for analogies are claimed not to exist in dif-
ferential manifolds. Instead, they propose that analogies
should follow the Ricci curvature rather than making par-
allelograms. In this paper, we discussed another way to
approach the representation of a word in the embedding
space: a word is not a point but a small area (n-sphere).
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