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Abstract
Positive Text Reframing (PTR), as the new branch of

Text Style Transfer (TST) task has attracted interest from
researchers as it is crucial and extensively applicable in the
NLP area. Due to the significant generalization and repre-
sentation capability of the Transformer based pre-trained
language model (PLM), a beneficial baseline can be eas-
ily obtained by just fine-tuning the PLM on the annotated
dataset directly. However, it is a challenging problem to
transfer the sentiment attributes of the source sentence into
a sentence that gives a positive perspective while preserv-
ing the original sense of the context. In this paper, we
disentangle positive text reframing into aspects: a sen-
tence meaning and style and learn a model for each aspect,
i.e., paraphrase generation and sentiment transfer to boost
the generation performance on a positive perspective. Ex-
perimental results on Positive Psychology Frames (PPF),
show that our approach outperforms the baseline by seven
evaluation metrics.

1 Introduction
Text style transfer (TST), as one of the important NLP

tasks, has been explored by the frame language-based sys-
tems by [1] and schema-based Natural Language Genera-
tion by [2] in the 1980s. The goal is to change the text style,
such as formality, politeness, or sentiment with preserving
the original sense of the source text. With a recent surge
of interest in deep learning techniques, TST has had much
attention and positive text reframing (PTR) has been ex-
plored as one of the sub-fields in TST research. As shown
in the example sentence from Positive Psychology Frames
(PPF) [3] in Figure 1, the goal of PTR is to generate a
sentence with more positive sentiment and preserve the
original content meaning of the given sentence.

Leveraging supervised learning with parallel data is one

Figure 1 The Concept for Disentangling Meaning and Style

type of route among various approaches for the TST task.
This line of approaches are, for example, Xu et al. [4]
and Zhang et al. [5] proposed a multi-task learning-based
method. Rao and Tetreault [6] presented data augmentation
strategies for mitigating a small size of the training dataset.
Another line is to utilize a non-parallel dataset. John et
al. proposed a disentanglement method [7], and Shen et
al. presented a cross-alignment algorithm to perform style
transfer [8]. Fu et al. attempted to explore non-parallel
data by using adversarial networks [9]. Lai et al. designed
two rewards of target style and content for formality style
transfer based on reinforcement learning paradigm [10].

The main challenge in the PTR task is how to control
diversity and extent of style transfer, i.e., the trained model,
which straightforward generates target by end-to-end fol-
lowing the Path1 in the Figure 1, and finally either simply
copies most of the words that appeared in the source input
to preserve the meaning, or transfers the input sentence
with different sentiment polarity, causes a lack of diver-
sity or reduce transferring sentiment quality. To transfer
the source sentence into a diverse and positive target, we
propose a simple approach that divides PTR into two as-
pects: sentence meaning and style. As shown in Figure
1, the model is trained for each aspect, i.e., paraphrase
generation and sentiment transfer, and further fine-tuned
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Figure 2 The procedure for creating pseudo data

to fuse the capabilities learned from these two aspects by
alternative paths, Path2 and Path3, instead of Path1.

The contributions of this paper can be summarized:
(1) we propose two data augmentation strategies to gen-
erate pseudo-positive reframing datasets for disentangling
the PTR, (2) we propose a simple but effective multi-task
learning-based model to fuse the capabilities learned from
the two pseudo datasets for PTR, and (3) The experimental
results show that our pseudo datasets and our strategies can
improve the performance compared with the baseline on
PPF dataset.

2 Methodology
2.1 Creating Pseudo Data as Prior Knowl-

edge
We utilized existing paraphrase and sentiment datasets

to create two pseudo-parallel datasets instead of creating a
sentence reframing dataset manually. Figure 2 illustrated
the procedure for creating two synthetic datasets. The
procedure consists of three steps.

(1) Selecting annotation pairs
For the paraphrase generation auxiliary task, we

choose Microsoft Common Objects in COntext
(MSCOCO) and call it 𝐷 𝑝𝑔. In contrast, for the sen-
timent transfer auxiliary task. Shen et al. modified
the huge Yelp reviews dataset for sentence-level senti-
ment analysis [8]. We divided it into two sets, 𝑆𝑛𝑒𝑔

and 𝑆𝑝𝑜𝑠 consisting of sentences with negative and pos-
itive sentiment labels, respectively. We created pairs for
∀𝑠𝑖 ∈ 𝑆𝑛𝑒𝑔, and ∀𝑠′𝑖 ∈ 𝑆𝑝𝑜𝑠 . To reduce the computa-
tion cost, for a given 𝑠𝑖 , we randomly chose the number
of 0.05 × |𝑆𝑝𝑜𝑠 | samples from the set 𝑆𝑝𝑜𝑠 . Therefore,
0.05× |𝑆𝑝𝑜𝑠 | · |𝑆𝑛𝑒𝑔 | negative and positive sentence pairs
are gained. We call the result 𝐷𝑠𝑡 .

(2) Training PLM as Filter
To utilize two datasets, 𝐷 𝑝𝑞 and 𝐷𝑠𝑡 as pseudo

datasets of PTR, each sentence of a pair extracted from

𝐷 𝑝𝑞 should be different polarity from each other. Simi-
larly, each sentence of a pair from 𝐷𝑠𝑡 should be a similar
meaning. To this end, a semantic similarity classifier is
trained as a semantic filter (𝐹𝑠𝑒𝑚), to remove inappro-
priate from 𝐷𝑠𝑡 . In the same manner, a sentiment clas-
sifier is trained as a sentiment filter (𝐹𝑠𝑒𝑛𝑡𝑖) and predicts
one of the three polarities, i.e., negative, neutral, and
positive. To simplify our model, two common parallel
paraphrase generation and sentiment analysis datasets,
for measuring semantic similarity and sentiment polarity
classification can be utilized to obtain 𝐹𝑠𝑒𝑚 and 𝐹𝑠𝑒𝑛𝑡𝑖

respectively by leveraging PLM.
(3) Filtering Two Pseudo Datasets

We recall that the goal of PTR is to generate a sen-
tence that gives a positive perspective with preserving
the original sense of the source sentence. Therefore,
the model 𝐹𝑠𝑒𝑚 predicts the semantic similarity score
ranging from 0 to 5.0. The higher the score value, the
more semantically similar the two sentences are. Like-
wise, we chose two types of sentence pairs only, i.e.,
(𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒𝑠Õ𝑁𝑒𝑢𝑡𝑟𝑎𝑙𝑠 , 𝑁𝑒𝑢𝑡𝑟𝑎𝑙𝑠Õ𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠 labeled
by 𝐹𝑠𝑒𝑛𝑡𝑖) from the set 𝐷 𝑝𝑔, resulting in pseudo set
𝐷′

𝑝𝑔.

2.2 Fusion Strategies

The straightforward fine-tuning of PLM is indicated in
the path marked with 𝑃𝑎𝑡ℎ1 of Figure 1. The strategy
requires the model to directly learn the capability to in-
ject diversity (paraphrase generation) and improve positive
perspective (sentiment transfer) for the source sentence.
However, it is challenging for the model to directly capture
all of the complicated features at once. We thus divide this
path into two relative steps to make the problem easier i.e.,
paraphrase generation and sentiment transfer, which are
marked with blue and red colors in Figure 1. The model
further fuses these two steps by utilizing two alternative
paths masked with 𝑃𝑎𝑡ℎ2 (from paraphrase generation to
sentiment transfer) and 𝑃𝑎𝑡ℎ3 (from sentiment transfer to
paraphrase generation). To this end, we propose an ap-
proach that consists of two fine-turning stages and four
data flows illustrated in Figure 3. More specifically, after
training the PLM on two pseudo datasets, 𝐷′

𝑝𝑔 and 𝐷′
𝑠𝑡 ,

parallel by using multi-task learning (Stage 1), the same
model is further fine-tuned on PPF dataset following four
optional data flow candidates, marked as ST, PG, PG2ST,
and ST2PG (Stage 2). The decoder of PLM is a shared
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Figure 3 The model structure and data flow

part, while the two encoders are used to model to generate
paraphrase, and transfer sentiment, respectively.

The first fine-tuning stage based on multi-task learning
which is shown in Figure 3, can also balance the paraphrase
generation and sentiment transfer. Therefore, the data flow
PG, and ST, which only pass one of the two encoders,
are regarded as two implicit fusion strategies. In contrast,
the remaining two data flows, i.e., PG2ST and ST2PG
which are classified by the order of hidden layers from two
encoders are called explicit fusion strategies.

3 Experiment

Dataset Train Validation Test

PPF 6,679 835 835
𝐷′

𝑝𝑔 15,181 13.4 1,899
𝐷′

𝑠𝑡 14,807 139 215
STSB 5,749 1,500 1,379

TE-sentiment 45,615 2,000 12,284

Table 1 The statistics of Five Datasets Invovled

3.1 Experimentail Setting

Following Ziems et al. [3] setting, we chose BART pre-
trained model as the PLM in our method [11]. The origi-
nal BART is downloaded from the version ”facebook/bart-
base”, Hugging Face 1）. The five dataset statistics are
summarised in Table 1. Semantic Textual Similarity
Benchmark (STSB) [12] and TweetEval Sentiment (TE-
sentiment) [13] are used to train the filters, 𝐹𝑠𝑒𝑚, and
𝐹𝑠𝑒𝑛𝑡𝑖 , respectively. During the first stage in which PLM is
trained with the prior knowledge to learn deriving diversity

1） https://huggingface.co/facebook/bart-base

and transfer positivity, we utilized the multi-task learning
algorithm proposed by Liu et al. [14] to fine-tune the PLM.

During the second stage, we utilized the PPF dataset to
evaluate our method. It consists of 8,349 sentence pairs
with manual annotation. The same BART trained in the
first stage is further trained on the PPF training set. We
tuned the hyperparameters as follows: the batch size is 4,
8, 16, 32, the number of epochs is from 2 to 5, and the value
of the learning rate is from 1e-5 to 1e-4. The procedure of
tuning hyperparameters is automatically conducted by the
third-party library named ”Ray Tune”2）.

For a fair comparison with the baseline proposed by
[3], we included three metrics in our evaluation metrics.
The metrics are: (1) ROUGE [15], BLUE [16] and BERT-
Score [17] referring to the gold reference for assessing the
performance on content preservation. (2) The Δ TextBlob
value [18] for assessing the positivity transfer effectiveness.
(3) The Average Length and Perplexity [19], followed by
[20] for measuring the fluency of the output sentences.

3.2 Results

Table 2 shows the main results on PPF test dataset. We
can see from Table 2 that the results obtained by our ap-
proach improve the performance compared with the base-
line. This indicates that our approach contributes to give
a positive perspective while preserving the original con-
tents. Four out of five content preservation metrics show
that our method can keep the meaning of source sentences
better as the improvements on ROUGE-1, ROUGE-2, and
ROUGE-L are 5.2%, 2.7%, and 3.0% respectively. Al-
though there is no significant improvement on Δ TB, the

2） https://docs.ray.io/en/latest/tune/index.html
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Method R-1 R-2 R-L BLUE BScore Δ TB Avg.Len PPL

BART (baseline) 27.7 10.8 24.3 10.3 89.3 0.23 24.4 24.2★

ST (ours) 32.7 13.2 26.8 9.8 89.2 0.24 27.7 22.8
PG (ours) 32.9 13.7 27.3 10.9 89.1 0.17 25.9 25.9

PG2ST (ours) 32.5 13.4 27.1 11.0 89.0 0.12 24.6 26.7
ST2PG (ours) 32.4 13.4 27.0 10.9 88.9 0.12 24.7 26.8

Table 2 Main results Against the baseline on a test set on PPF. Δ TextBlob (Δ TB) refers to the evaluation metric about the positivity
improvement. Average Length (Avg.Len) and Perplexity (PPL) denote the fluency metrics. Bold font shows the best result with each
line. The result marked with ★, which has not been reported in the source paper, is obtained by following the same hyperparameter
setting of the baseline, BART

orignial sentence 1 Been a hell of a week. Tired is not the word. Anxieties on top of anxieties. Overworked. Over
tired. Emergency vet trips. Dog mum stress. No words down yday. Today, rest. Tomorrow we
start again. WritingCommnunity WritingCommunity.

output of ST I hope I am able to get through this week better than last week.
output of Baseline Been a hell of a week. Anxieties on top of anxieties. Overworked. Over tired. Emergency vet

trips. Dog mum stress. Today, rest. Tomorrow we start again.

orignial sentence 2 Trying to remind myself that bombing this audition is a good thing. Stupid Jazz stupid scholar-
ships.

output of ST I hope I get into a better frame of mind going forward so that I can do my
best to win this audition.

output of Baseline I’m trying to remind myself that bombing this audition is a good thing.

orignial sentence 3 1 test down, 1 test to go. usually i dont hate fridays but this one sucks.
output of ST I have 1 test down, 1 test to go. I hope this one goes well.

output of Baseline 1 test down, 1 test to go. Usually I don’t hate fridays but this one sucks. But I’m sure next time
I’ll be better.

Table 3 Some examples from test set of PPF, and their correspond reframe from our ST varient and Baseline. The parts marked with
pink color are critical for positivity increase and content preservation.

decrease of perplexity by 1.4 scores demonstrates that the
sentence output from our ST variant is more fluent than
that from the baseline method.

Table 3 illustrates some example sentences obtained
by our approach, ST, and the baseline. As shown in
words/phrases highlighted by the green color, the output
sentences generated by our model are more proper than
that by the baseline. For instance, in the first example,
”hope” and ”better” are more positive expressions and the
rest part keeps the meaning and topic of the original sen-
tence, while the output of the baseline is duplicated with
the source input. Likewise, ”best to win this audition” in
the output obtained by our method increases the positivity
of sentiment style and preserver the content properly for
the second input sentence. Although ”But I’m sure next
time I’ll be better” in the output by baseline method for the
last example transfers the sentiment from negative to posi-
tive, the first short sentence blindly copies the counterpart
from the input. Obviously, the entire output of our method

is more fluent and diverse, such as ”I hope this one goes
well.”, compared with the baseline.

4 Conclusion
In this paper, we proposed a method for positive text

reframing by leveraging two pseudo-datasets, paraphrase
pairs with sentiment polarities, and sentiment pairs with
paraphrases created by utilizing existing sentiment and
paraphrase datasets. The experimental results on the PPF
dataset showed that our simple approach attained good per-
formance compared with the baseline, especially, we found
that it is effective for generating fluent sentences. Future
work will include: (1) Exploring more effective fusion
strategies by leveraging multi-task learning techniques, (2)
Applying our approach to other tasks on TST, and (3) Incor-
porating sentiment transfer knowledge during pre-training
stage by leveraging a huge number of non-parallel datasets.
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