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Abstract
During a conversation, the participants constantly switch

between strategies of different orientations. A participant
can either adopt a forward strategy to advance the conver-
sation toward a desirable direction, or a backward strategy
to address previous conversation contents. In this work,
we use dialogue orientation as a measure of an utterance’s
intention to change the conversational topic and propose
a conditional likelihood-based method for dialogue ori-
entation estimation. We performed experiments in both
Japanese and English and verified the effectiveness of our
proposed method.

1 Introduction
During a conversation, an interlocutor can choose to di-

rect the conversation towards a new direction (forward
strategy), or simply address what is previously said
(backward strategy) [1]. Take Figure 1 as an example. In
response to the utterance “I like to read in my spare time.”,
the utterance “What genre of books do you prefer?” is a
forward utterance that prompts the subsequent discussion
of book genres. On the other hand, the response “Reading
is a good pastime!” is a backward utterance that makes
comments on the previous utterance. Dialogue orienta-
tion is used to quantify the forward/backward strategies.
In this work, we define dialogue orientation as the degree
of an utterance’s intent to direct the conversation toward a
specific topic. By this definition, a typical forward utter-
ance would have a high orientation score, and a backward
utterance would have a low orientation score.

A good interlocutor controls the flow of the dialogue
by adequately switching between strategies of different di-
alogue orientations. If the backward strategy is overly
dominant, the conversation may be dull. On the other

I like to read in my spare time.

Forward
I enjoy fantasy and sci-fi the most.

What genre of books do you prefer?

Reading is a good pastime! 

Backward

I like to read in my spare time.

Yeah! I am currently reading a 
detective novel.

Figure 1: Forward and backward utterances.

hand, excessive use of the forward strategy may progress
the conversation too hastily and make it difficult to build
rapport between the interlocutors. Thus, controlling dia-
logue orientation is critical for building engaging dialogue
systems.

Previous work of dialogue orientation focused on coun-
seling dialogues and categorized counselors’ utterances
into backward utterances that show empathy and forward
utterances that guide the patient to a calmer state [1, 2].
They use singular value decomposition to acquire utter-
ance representations and calculate the orientation score
based on the variance of preceding and following utter-
ances. Inspired by their work, we further improved the
dialogue orientation estimation method to be more robust,
and also considered the semantic relations of the target
utterance and the surrounding context.

In this paper, we propose a simple conditional
likelihood-based method for dialogue orientation estima-
tion. We observe that while a forward utterance is seman-
tically related to both its preceding and following contexts,
a backward utterance is semantically related only to its
preceding context but not its following context. Based on
the above characteristics, we calculate the conditional like-
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lihood of a target utterance under different contexts and
calculate the orientation score of the utterance. After the
orientation scores are calculated, we use a heuristic method
to decide the threshold value between backward and for-
ward strategies and get the discrete orientation labels.

We conduct experiments in both Japanese and English,
using DailyDialog dataset [3] and Kyoto University Hobby
Chat Dialogue Corpus (KUHCC) [4] respectively. Eval-
uations on manually labeled data and showed improved
results over previous method. We also perform a thorough
analysis of the characteristics of dialogue orientation and
verified the effectiveness of our proposed method.

2 Dialogue Orientation Estimation
In this section, we introduce our proposed method for

dialogue orientation estimation. We train a conditional
utterance prediction model and use the model to estimate
the dialogue orientation of a given utterance. Also, we
propose a heuristic method to deduce discrete orientation
labels.
2.1 Conditional Utterance Prediction

Model
We train a conditional utterance prediction model to

capture the semantic relations among utterances. Taking
the history and future contexts as input, the model predicts
the utterance that fits the given context.

For each utterance 𝑢𝑡 in the corpus, we take 𝑘 preceding
utterances as history context and 𝑗 following utterances as
future context. The model input is defined as follows:

𝑢𝑡−𝑘 [SEP] ...𝑢𝑡−1 [MASK] 𝑢𝑡+1 [SEP] ... 𝑢𝑡+ 𝑗 (1)

where special token [SEP] indicates the utterance bound-
aries, and [MASK] indicates the position of the target ut-
terance. Given the above input, the model generates the
target utterance 𝑢𝑡 .
2.2 Conditional Likelihood-based Dia-

logue Orientation Score
Based on the conditional utterance prediction model

(Section 2.1), we calculate the conditional likelihood-based
dialogue orientation score.

The following is the intuition of our proposed method:
Since a forward utterance directs the conversation topic to-
ward a specific direction, it imposes semantic constraints
on its subsequent utterances. Thus, the future context pro-
vides important information for predicting a forward utter-

ance. Take the forward utterance in Figure 1 as an example.
It is difficult to predict the forward utterance accurately only
by looking at the history context. However, if we look at
the future context (“I enjoy fantasy and sci-fi the most.”),
we can get a rough idea that the utterance before it is talking
about genres of books.

In contrast, a backward utterance addresses previous
conversational contents and does not impose strong addi-
tional constraints on its following context. Thus, the future
context of a backward utterance often provides little infor-
mation in the prediction of the backward utterance.

Based on the above observations, we consider the con-
ditional likelihood of a target utterance 𝑢 given different
contexts. For typical forward utterance 𝑢 𝑓 and backward
utterance 𝑢𝑏, we expect the conditional likelihood of 𝑢 to
exhibit the following property:

𝑝(𝑢 𝑓 |ℎ𝑖𝑠𝑡𝑜𝑟𝑦, 𝑓 𝑢𝑡𝑢𝑟𝑒) > 𝑝(𝑢 𝑓 |ℎ𝑖𝑠𝑡𝑜𝑟𝑦)
𝑝(𝑢𝑏 |ℎ𝑖𝑠𝑡𝑜𝑟𝑦, 𝑓 𝑢𝑡𝑢𝑟𝑒) ≈ 𝑝(𝑢𝑏 |ℎ𝑖𝑠𝑡𝑜𝑟𝑦)

(2)

with ℎ𝑖𝑠𝑡𝑜𝑟𝑦 and 𝑓 𝑢𝑡𝑢𝑟𝑒 being the history and future con-
text of 𝑢.

We use perplexity to measure the conditional likelihood
and calculate the dialogue orientation score. Given 𝑘 pre-
ceding utterances and 𝑗 future utterances of the target ut-
terance 𝑢𝑡 , we calculate the perplexity of 𝑢𝑡 conditioned on
both history and future context (𝑝𝑝𝑙𝐴𝐿𝐿), and the perplex-
ity of 𝑢𝑡 conditioned on history context alone (𝑝𝑝𝑙𝐻𝐼𝑆𝑇 ):

𝑝𝑝𝑙𝐴𝐿𝐿 = 𝑝𝑝𝑙 (𝑢𝑡 |𝑢𝑡−𝑘 , ..., 𝑢𝑡+1; 𝑢𝑡+1, ..., 𝑢𝑡+ 𝑗 )
𝑝𝑝𝑙𝐻𝐼𝑆𝑇 = 𝑝𝑝𝑙 (𝑢𝑡 |𝑢𝑡−𝑘 , ..., 𝑢𝑡−1)

(3)

We define the orientation score under this condition as:

𝑠𝑡 (𝑘, 𝑗) = −(𝑝𝑝𝑙𝐴𝐿𝐿 − 𝑝𝑝𝑙𝐻𝐼𝑆𝑇 ) (4)

Note that the value of 𝑠𝑡 (𝑘, 𝑗) depends on the length
of history and future context (𝑘 and 𝑗). To calculate the
orientation score of 𝑢𝑡 , we fix the history context size to
𝑘 = 3 and take the future context size 𝑗 that gives the
highest 𝑠𝑡 (𝑘, 𝑗):

𝑠𝑡 = max
𝑗∈[1,5]

𝑠𝑡 (𝑘, 𝑗) (5)

Multi-sentence utterances An utterance can contain
more than one sentence, and different sentences could ex-
hibit different orientation strategies. Thus, in addition to
the utterance-level orientation scores (𝑢𝑡 ), we also calcu-
late the sentence-level orientation scores. Replace 𝑢𝑡 with
its constituent sentence in equation (3) gives the sentence-
level orientation score.
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(a) DailyDialog. (b) KUHCC.
Figure 2: Distribution of the forward and backward utterances.

2.3 Discrete Orientation Label

The scores calculated in Section 2.2 provide a measure
of dialogue orientation, but how large/small does a score
have to be to suggest a forward/backward strategy? In
this section, we introduce a heuristic method to decide a
threshold value between forward and backward utterances.

In dialogues between human interlocutors, a speaker
tends to first address the previous conversational content
(backward) and then advance to some new topic (forward),
but not vice versa. We focus on utterances with multi-
ple sentences, and calculate the orientation score of the
first and the last sentence. If the last utterance exhibits a
higher orientation score than the first utterance, then the
utterance is likely to exhibit the ’backward-then-forward’
pattern. Figure 2 shows the distribution of orientation score
of the first and last sentences in multi-sentence utterances
(DailyDialog dataset). Here, we view the first sentence as
a backward utterance and the last sentence as a forward
utterance.

Next, we fit Gaussian distributions to the orientation
scores of the last sentences (forward) and first sentences
(backward), respectively. We use the intersection of the
two Gaussian curves as the threshold value 𝛿 between for-
ward and backward orientation scores. Using this thresh-
old value, we classify utterances with an orientation score
larger than 𝛿 as forward utterances, and the ones with an
orientation score smaller than 𝛿 as backward utterances.

3 Experiments
In this section, we conduct experiments to verify the ef-

fectiveness of our proposed orientation estimation method.

Method
Accuracy

DailyDialog KUHCC
Baseline (Zhang+2020) 60.6 81.7
Proposed 81.9 86.0

Table 1: Orientation prediction accuracy of different ori-
entation estimation methods.

3.1 Experimental Settings

In this work, we conduct experiments in English and
Japanese. For English, we use the general-purpose Dai-
lyDialog dataset [3]. The dataset contains 13, 118 dia-
logues of 10 different categories. For Japanese, we use the
KUHCC [4] corpus. The corpus contains 4, 911 dialogues
collected with crowdsourcing. In each dialogue, the two
participants talk about their hobbies.

We use the pretrained BART base model [5] for the
conditional utterance prediction model. For each target
utterance, we take the previous 𝑘 = 3 utterances as the
history context and randomly use 𝑗 = 5 utterances as the
future context. The threshold value obtained by the discrete
label deduction method method in Section is 𝛿𝑒𝑛 = 0.209
for English and 𝛿 𝑗 𝑝 = 0.053 for Japanese corpus.

3.2 Evaluation

We perform quantitative analysis with manually labeled
samples. We manually labeled 158 utterances in the
KUHCC corpus with orientation labels (forward or back-
ward). Similarly, for the DailyDialog corpus, 160 labeled
utterances are collected as the evaluation set.

Table 1 shows the accuracy score of our proposed
method (Proposed) and the orientation estimation method
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Proposed Baseline
S1: I love watching baseball. However, I haven’t watched any game since last year.
S2: You haven’t been to even one game?
S1: I really want to go, but the tickets are difficult to come by due to the restrictions.

B F

S1: I love watching soccer.
S2: You go watch the game in person?
S1: I got into the habit only several years ago, I haven’t got the chance to watch in person.

F F

S1: I am the fan of the baseball player Martin.
S2: I don’t know much about baseball, but I have heard of him!
S1: I just went to a game in Makuhari last weekend.
S2: You go watch the game in person?
S1: Yeah, it was really exciting!

B F

Table 2: Case analysis. The target utterance is in bold font and the correct label is highlighted in bold. The correct
orientation label is highlighted in bold. Examples from the KUHCC corpus are translated into English.

proposed by Zhang et al. [1] (Baseline). The proposed
method outperformed the baseline method by 21.3 points
for DailyDialog, and 4.3 points for KUHCC corpus.

3.3 Case Study

We perform a case study of the predicted orientation
labels (Table 2).

Indirect utterance The first row of Table 2 shows an
example of indirect utterance whose surface form differs
from its intent. The target utterance is in the interroga-
tive form, but its intent is confirmation rather than asking
for information. Since typical questions are followed by
corresponding answers to fulfill the turn-taking rules of
communication [6, 7], they lean towards the forward end
of the orientation spectrum. However, a question could
have intents other such as confirmation or irony [8], which
indicates a backward strategy. Our proposed method clas-
sified this utterance as backward correctly, while the base-
line method classified it as forward. We speculate that
the baseline method is influenced by the textual indicators
of questions1）and has the tendency to classify the utter-
ance with question form as forward. This example shows
that our proposed method predicts the orientation not only
based on the surface form but also on the semantic relations
between the target utterance and the surrounding context.

Context dependency The second and third rows in
Table 2 illustrate that an utterance could have a different
orientation depending on the context. In the first sam-
ple, the utterance “You go watch a game in person?” is

1） Many languages have textual indicators of questions, such as ques-
tion marks, interrogative words such as the 5W1H in English, the ka
in Japanese, to name a few.

a forward utterance and leads to further discussion about
different ways of watching soccer games. However, in the
second sample, the same utterance is a backward utter-
ance that aims to express the emotion of surprise. The
proposed orientation estimation method correctly predicts
both samples. The above examples illustrate that our pro-
posed method can adequately reflect the difference in con-
text when predicting the orientation.

4 Conclusion
In this work, we studied dialogue orientation, which is

an important dialogue characteristic indicating the forward
strategy and backward strategy of conversation. We pro-
posed a simple conditional likelihood-based method for
estimating dialogue orientation. We applied our proposed
dialogue orientation estimation method to Japanese and
English corpora and conducted a thorough analysis. The
analysis illustrated the robustness of our model in handling
cases of misleading surface forms. Also, the proposed
model adequately captures the context-dependent nature
of dialogue orientation.

For future work, we consider downstream applications
of dialogue orientation. We expect the dialogue orienta-
tion measure to be helpful in dialogue analysis, such as
dialogue breakdown detection, quality control of crowd-
sourced dialogue data, etc. Also, incorporating and con-
trolling dialogue orientation to a dialogue agent can lead
to more engaging conversations.
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