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Abstract
Large-scale pre-trained language models have shown

their potential in generating nearly human text. However,
they require a large amount of data to be trained from.
We explore the task of decoding sentence representations
to reconstruct texts. We design two variants of a base-
line vector-to-sequence model and explore different vector
composition methods: unweighted and weighted sum, and
concatenation. Experimental results show that a Trans-
former trained from scratch on sequences of word vectors
achieves the highest BLEU score (94.2 BookCorpus sen-
tences and 96.9 on Tatoeba sentences).

1 Introduction
Text generation is a core task of natural language pro-

cessing. It is part of machine translation, text summa-
rization, and dialogue systems. It consists in outputting
the corresponding human-understandable text which cor-
respond to a given input [1]. Various neural network mod-
els such as Variational Autoencoder (VAE) and Generative
Adversarial Networks (GAN) have been designed for text
generation [2, 3, 4]. Pre-trained language models based
on Transformers [5] have achieved the state of the art [6].
However, these models require large amounts of data for
training and high power consumption because of the use of
GPUs.

An alternative solution to large pre-trained language
models is to use word embedding spaces to create sen-
tence representations and decode these sentence represen-
tations into sentences [7, 8, 9]. This reduces the size of
the resources needed for text generation. The experiments
reported in [8] with such a model are however limited to
short sentences from the Tatoeba corpus1, where the av-

∗These two authors contributed equally.
1https://tatoeba.org/en/

erage length of sentences is seven words. In this paper,
we explore this model further and extend to more general
cases.

We examine different composition methods of word vec-
tors into sentence representations and conduct experiments
with different architectures for decoding these sentence
representations into a sentence.

2 Methods
Suppose that there is a pre-trained embedding model

which projects words to 𝑑-dimensional vectors in a seman-
tic space. Given a sentence, we can obtain a sequence of
word vectors by representing words of the sentence in isola-
tion. In Section 2.1, we examine four different composition
models to derive effective representations for sentences.
Then, in Section 2.2, we introduce a decoding mechanism
for text generation, i.e., transferring compositional repre-
sentations into sentences.

2.1 Composition methods

The simplest method to represent a sentence from word
vectors is to sum up the word vectors of the words ap-
pearing in the sentence. This will be the first sentence
representation that we will use, as a baseline. We call it
unweighted sum.

Although the above method is simple and effective in
some tasks [10], it has the drawback of giving the same
importance to functional words as to meaningful words.
As we care about the meaning of the sentence, we choose
to give more weights to meaningful words while lowering
the importance of functional words. For that, we use the
index document frequency (idf) as weights, i.e., we use
the idf-weighted sum of word vectors as a sentence repre-
sentation (see Equation (1)). This produces semantically
more relevant sentence representations [11]. We call this
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weighted sum.

𝑣𝑠 =
∑
𝑤∈𝑠

idf𝑤 𝑣𝑤 (1)

Here, 𝑣𝑤 is the word vector of word 𝑤 in some pre-trained
word embedding space. idf𝑤 is the inverse document fre-
quency (idf) of word 𝑤, computed by considering each
different sentence as a different document.

To capture long-distance dependencies between words,
we propose to use the encoder part of an autoencoder model
to generate a sentence representation from a sequence of
word vector. We call this encoder of autoencoder.

The three above sentence representations lose the in-
formation about word order in the sentence, and mix-up
information coming from different words on each vector
dimension. So as to use more fine-grained information
and retain the word order information, we propose to con-
catenate word vectors into a 𝑑 × 𝑙 matrix, where 𝑙 is the
number of words. This fourth sentence representation will
be called concatenation.

2.2 Text generation

To perform text generation, i.e., to decode a sentence
representation into a sentence, we explore the use of three
different architectures of neural networks.

The problem of solving sentence analogy puzzles is ad-
dressed in [8]. For that, a vector-to-sequence model is pro-
posed to learn how to transfer a sentence vector, computed
from the sentence vectors given in the analogy puzzle, into
a sequence of words. This is done by pre-training a sep-
arate sentence decoder. Although the decoding method
achieved reasonable results on the semantico-formal anal-
ogy dataset used [12], the accuracy drops significantly on
other datasets containing longer sentences or different sen-
tence styles.

We propose two decoders with different architectures:
RNN-based autoencoder and Transformer-based decoder.

We then implement the RNN-based decoder that is the
same as the vector-to-sequence model to decode sentence
vectors.

For the RNN-based autoencoder model, we keep the
decoder part consistent with the decoder proposed by [8]
and only add a single-layer BiLSTM as the encoder. BiL-
STM learns how to convert the sequence of vectors into a
sentence vector in a fixed-size and feeds it to the decoder.

We also train a model from scratch that only has the
decoder part with the Transformer structure. In the Trans-
former decoder, we use padding and cutting to make all
vectors a fixed-size. As for decoder input, we take a fixed-
size sequence of vectors added with positional encoding.
The hidden vector encoded by the network is mapped to
the dimension of the vocabulary, and then the output is the
word with the highest probability in each position. Fur-
thermore, we introduce the attention mechanism into the
vector-to-sequence model to solve the problem that the de-
coder does not perform well in decoding long sentences.

For Transformer-based decoder, we establish the model
with a single Transformer layer.

3 Experiments

3.1 Datasets

We experiment with data from two corpora in the English
language. The first one is the Tatoeba corpus in which
sentences are short and are basically composed of only one
main clause. The second one is BookCorpus [13]. The
sentences come from novels by many different authors.

We randomly select around 60,000 (exactly 63,336) En-
glish sentences from each corpus, which we divide into
training, validation, and test sets with the respective pro-
portions of 80%, 10%, and 10%. The average length of
sentences from the Tatoeba corpus is 6.7 in words and 28.5
in characters. For BookCorpus, it is 13.2 in words and 62.7
in characters.

3.2 Setups

We use the pre-trained fastText model [14] to encode
words into vectors.

To explore the decoding performance in terms of the
quality of sentence representations, we use four different
vector composition methods: the unweighted sum of the
word vectors (sum) and the weighted sum of the word
vectors using scalar factors of the idf weighting (wsum),
fixed-size vector generated by BiLSTM (enc) and the con-
catenation of word vectors (concat). We conduct four ex-
periments on decoder models 2 in the following settings:

• sum-RNN: this is the model proposed in [8]. The

2The model size is affected by the size of the vocabulary. Considering
that we want to use a small model for this task, the vocabulary of each
model is just initialized with the training data.
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Figure 1 Performance, in BLEU, of the different models, by lengths of sentences, for each of the corpora.

sentence vector is the unweighted sum of the word
vectors of the words in the sentence. This model is
our baseline model.

• wsum-RNN: same as the previous model, except that
the sentence vector is the idf-weighted sum of the
word vectors.

• enc-RNN: the sentence representation is the fixed-size
vector generated by the encoder of autoencoder . The
decoder part of the autoencoder is used to output a
sequence of words.

• concat-Trans: the sentence representation is the con-
catenation of the sequence of word vectors. A
Transformer-based decoder is used to output a se-
quence of words. This Transformer model is trained
from scratch.

4 Results and discussion
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Figure 2 Performance of models learned from training data of
different sizes.

4.1 Results

We use three evaluation metrics to quantify the decoding
performance: accuracy, BLEU, and Levenshtein distance.
Table 1 shows the results of the four experiments introduced
in the previous section.

In terms of accuracy, i.e., outputting exactly the input
sentence, the idf-weighted sum sentence representation
provides an improvement of 16.0% and 3.1% on the two
corpora, Tatoeba and BookCorpus, in comparison with the
unweighted sum sentence representation (baseline model).
On Tatoeba, the two proposed models (RNN model with
the autoencoder structure and Transformer decoder) out-
perform the baseline by 34.7% and 51.4% , respectively.
On BookCorpus, their accuracy is lower than on Tatoeba,
especially for the RNN model. Although the accuracy of
the Transformer decoder has also declined, it is still the
best among all models, by a large margin.

It is worth mentioning that the Levenshtein distance us-
ing Transformer decoder is only 0.1. This means that even
when decoding a not exactly same sentence, only less than
one word in the sentence is incorrect on average.

Moreover, the Transformer decoder obtain 94.2 BLEU
score, indicating that the decoded wrong sentences are still
highly similar to the reference sentences.

We explore the effect of length of sentences and size
of dataset on decoding result. As shown in Figure 1, on
Tatoeba, the performance of baseline model using two sen-
tence representations drop heavily as the length of sentence
increasing. For the RNN-based autoencoder, the BLEU
score only decreases slightly. Transformer decoder still
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Input Model BLEU Accuracy Levenshtein distance
Vector composition method Architecture Size (M) (%) in words in chars

Tatoeba
unweighted sum RNN 3.8 62.5 40.5 1.4 6.7
weighted sum RNN 3.8 68.9 56.5 1.3 5.6
encoder of autoencoder RNN 4.4 86.2 75.2 0.4 2.2
concatenation Transformer 4.6 96.9 91.9 0.1 0.6

BookCorpus
unweighted sum RNN 10.0 15.0 2.6 8.9 36.3
weighted sum RNN 10.0 14.8 5.7 9.5 37.0
encoder of autoencoder RNN 10.6 39.6 19.6 5.1 23.8
concatenation Transformer 10.8 94.2 76.0 0.3 1.9

Table 1 Performance of the different models on the two datasets Tatoeba and BookCorpus. Recall that the sentences are three times
longer in average in BookCorpus than in Tatoeba. The model sizes for each corpus is different because we filter out any word that does
not belong to the training set from the word embedding space. The vocabulary size of Tatoeba is much lower that that of BookCorpus.

Reference Results generated by
sum-RNN wsum-RNN enc-RNN concat-Trans

this obviously meant
something to him .

obviously meant to
something him.

obviously meant
something meant to
him .

this obviously meant
something to him .

this obviously meant
something to him .

i ’m willing to let him
do that , but i ’m not
sure he ’d bring me to
the garage for it .

i ’m willing to let me
, but i ’m sure that he
’d do to let him that
it ’d not .

i ’m sure i ’m sure to
bring me to bring me
, but i ’m sure for me
to do ’m .

i ’m willing to let him
do there , but i ’m
not sure i would put
me toward the hospi-
tal for it .

i ’m willing to let him
do that , but i ’m not
sure he ’d come me to
the garage for it .

Table 2 Various text generation results on BookCorpus with the different models.

maintain the great performance even when the sentences
become longer.

On the BookCorpus corpus, in which the sentence length
varies greatly, the performance of the three RNN models
decreases rapidly as the sentence length increases. When
the sentence length is close to 30, the BLEU scores of the
three RNN models are close to 0. However, the BLEU
score of Transformer decoder is stable across all sentence
lengths. The model with attention mechanism exhibits
better performance than the RNN models when decoding
longer sentences. Some decoding examples with different
lengths are presented in Table 2.

For the size of the training data set, the three models
show interesting and different trends. As shown in Fig-
ure 2, for the Transformer decoder, increasing the training
data improves the BLEU Score, but the improvement is
not significant. With the increase of training data, BLEU
Score has a more noticeable improvement for the other
two models of RNN structure, especially the RNN of the
autoencoder structure.

4.2 Discussion and Future Work

The use of sequence of vectors as sentence representa-
tion achieved better results in the decoding experiments.

The performance of the Transformer decoder is much bet-
ter than that of other models, especially on BookCorpus
according to four different indicators. The attention mech-
anism plays a critical role in it. In the future, we will also
apply attention on the RNN structure to let model focus on
important words.

Although the experiments on sequence of vectors ob-
tain better results than sentence vector, sentence vector
is a lighter representation than sequence of vectors. The
sentence representation in vector form is more efficient in
manipulation and computation than the form of the se-
quence of vectors. Research on improving sentence vector
decoding is indispensable.

5 Conclusion
We proposed two different models for decoding sentence

representations into actual sentences. Our results showed
that both the Transformer decoder and the RNN-decoder
have a specific improvement compared with the latest re-
search results. The Transformer decoder can also perform
well in more general cases. Improving the decoder effect
is of great significance for exploring the potential infor-
mation of the vector space and future work from sentence
representation mapping to text.
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