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Abstract
Factual probing is a method for checking if a language

model “knows” certain world knowledge facts. A problem
in factual probing is that small changes to prompts can
result in large output changes. Previous work aimed to
alleviate this problem by optimizing prompts via text min-
ing or finetuning. However, such approaches are relation-
specific and do not generalize to unseen relations types.
Here, we propose to use test-time augmentation (TTA) as a
relation-agnostic method for reducing sensitivity to prompt
variations by automatically augmenting and ensembling
prompts at test time. Experiments show that, while TTA
reduces overconfidence in incorrect generations, accuracy
increases only in few cases. Error analysis reveals the dif-
ficulty of producing high-quality prompt variations as the
main challenge for TTA.

1 Introduction
Pre-trained language models (LMs) such as BERT [1]

and T5 [2] implicitly encode world knowledge from the
training corpus in their parameters. Petroni et al. [3]
demonstrated that world knowledge can be retrieved from
a masked LM via cloze-style prompts, e.g., “The capital
city of Alaska is [MASK].”

However, since small changes to the prompt can lead
to drastic output changes [4] it is difficult to distinguish
whether the model did not learn a fact during pre-training
or if it did, but does not output the correct answer with the
given prompt. Subsequent work aimed at finding better
prompts for factual probing, typically by employing super-
vised learning to find an optimal input token sequence of
tokens for a given relation [5, 6, 7]. Since these approaches
require supervision for each relation, they do not general-
ize to unseen relation types, and hence are not practically
appealing.
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Figure 1 With (right) and without (left) TTA for factual prob-
ing. The orange components are added in our method. The
Augmenter automatically augments the original prompt. The
aggregator takes the generations from all prompts as input and
outputs one generation with the highest score.

In this paper, we apply the idea of test time augmentation
(TTA) to the factual probing task. TTA is a method used in
the field of computer vision, which augments input images
through simple operations (flipping the image, changing
the contrast, etc.) at test time. The augmentations are
helpful in covering overconfident and incorrect outputs.
Krizhevsky et al. [8] used test-time augmentation for Im-
ageNet classification, and subsequent work in the field of
computer vision [9, 10, 11] utilizes test-time augmentation
to get better performance in accuracy or robustness. The
motivations are common with factual probing tasks; we
also want language models to be robust to wordings and
be less overconfident. To apply TTA to the task, an aug-
menter and an aggregator are added to the stream of the
model prediction (Figure 1). First, the input prompt is au-
tomatically augmented by the augmenter. The augmented
prompts are then individually fed to a model. The aggrega-
tor will aggregate the model’s output to determine the final
result. We 1) evaluated the result’s exact match accuracy
and investigated the impact of the number of augmented
prompts on the accuracy and 2) inspected the change in the
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confidence of the generations.
Our results showed that the greater the number of aug-

mented prompts, the better the performance when imple-
menting TTA. TTA was also effective at reducing the num-
ber of overconfident and incorrect outputs. In terms of
accuracy, TTA was only effective in a few cases. We ana-
lyzed the cause of this to be the poor quality of augmented
prompts declines the accuracy of the model without TTA.1）

2 Setup

2.1 Dataset

We constructed a dataset of 12,500 relational facts from
wikidata. Each fact is composed of a subject, a relation,
and an object. We filtered out facts with multiple objects to
collect unique facts. To reduce the bias of the distribution
of objects, we adopted truncated sampling to select 500 in-
stances per predicate. We provided a human-made prompt
template for each relation (e.g., “What is the capital city of
{subject}?”).

2.2 Augmenter

We used three types of prompt augmentations. The
first type is synonym replacement, which replaces words
in the input prompt with a synonym. For instance, the
word “buried” was replaced with “inhumed” by this type
of augmentation2）. Candidate synonyms are provided from
GloVe [12] embedding or WordNet [13]. The second
augmentation method we used is back-translation. We
used French, Russian, German, Spanish, and Japanese as
the target language. The third augmentation method is
stopwords-filtering.

From a single original input, 1 prompt is augmented by
stopwords-filtering, and 4 prompts are augmented by each
of the other methods, providing a maximum total of 29
augmented prompts.

2.3 Model

We ran experiments on the following pre-trained lan-
guage models: Google’s T5 for Closed Book Question An-
swering (small, large, 3b, 11b)[14], Google’s FLAN mod-
els (small, xl)[15], and T0 3B model from Big Science[16].

Models decode with beam-search where the beam size

1） https://github.com/cl-tohoku/TTA4FactualProbing

2） Prompt #7 in table 5 in appendix
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Figure 2 The relation between the number of prompts and the
average relative effect of TTA. A relative effect of 1.0 means no
change in accuracy between with and without TTA.

is fixed to 10 and return generated sequences with scores.
Scores are in the order of log-likelihood (negative), and the
exponentiated scores are in the order of probability.

2.4 Aggregator

We aggregate generations by taking the sum of genera-
tion probability.

𝑠(𝑦′ |𝑥, 𝑟) =
𝐾∑
𝑖=1

𝑃LM (𝑦′ |𝑝𝑖) (1)

𝑦 = argmax(𝑠(·|𝑥, 𝑟))𝑦′ (2)

The model output with generation probabilities (𝑃LM) for
all augmented prompts (𝑝𝑖) will be fed into the aggregator
to choose one final prediction. The aggregator recalculates
the generation score (𝑠) by taking the sum of the generation
probabilities of identical generations (Eq.1). The final
prediction of an object (𝑦) for the fact with subject 𝑥 and
relation 𝑟 is the one with the highest score (Eq.2).

2.5 Evaluation Metric

We measure the effect of TTA by the relative difference
of exact match accuracy. To prevent division by zero,
a constant of 1 is added to both the numerator and the
denominator (Eq.3). The metric judges correct only if
the final generation outputted is identical to the gold label
provided in the dataset. Evaluation on flan models is an
exception, and we adopt case-insensitive match accuracy.

relative effect =
(# corrects w/ TTA) + 1
(# corrects w/o TTA) + 1

(3)

3 Results
By augmenting prompts, we got 9 types of prompts (1

original, 1 stopwords-filtering, 2 synonym replacement, 5
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Table 1 Confusion matrix of accuracy. (model: t5-small)
w/ TTA

Correct Incorrect

w/o Correct 7.1 1.6
TTA Incorrect 2.5 89

Table 2 Confusion matrix of accuracy. (model: t5-11b)
w/ TTA

Correct Incorrect

w/o Correct 28 3.7
TTA Incorrect 1.9 66

back-translation). We evaluated all 511 (= 29 − 1) combi-
nations of the 9 augmentation types for each model. Fig-
ure 2 shows relationships between the number of prompts
and the average relative effect of TTA. As the number of
prompts increases, the accuracy converges to a particular
value, suggesting that the more augmentation we provide,
the greater the accuracy gets. On the t5-small model, TTA
raised the model accuracy as expected. There was a small
improvement on the T0 3b and t5-3b models. In other
models, TTA could not increase the accuracy even when
the original prompt is augmented into 30 prompts.

Table 1 and Table 2 shows the confusion matrix of the t5-
small model, which had the greatest increase in accuracy
when applied TTA, and the t5-11b model which has the
largest number of parameters out of all models we investi-
gated. The tables compare the number of corrects/incorrect
with and without TTA. Data for “with TTA” is the accuracy
after aggregating all 30 prompts.

3.1 Positive Effects

Table 3 shows one example of TTA increasing the accu-
racy on the t5-11b model. The model generated an incor-
rect label from the original prompt but was able to cover
it up by generating the gold label from some of the aug-
mented prompts. This is an ideal behavior when applying
TTA to the factual probing task.

Confidence One of the aims to apply TTA was to reduce
the number of overconfident and incorrect generations. In
this section, we investigate the effect of TTA on the confi-
dence of the model.

In our method, the aggregator re-ranks generations by
calculating the sum of generation probability for all iden-
tical generations for each fact instance. The confidence of
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Figure 3 Precision-recall curve when changed confidence
threshold (model: t5-11b). Low recall means a high confidence
threshold.

the aggregator can be expressed by the ratio of the score to
the final output and the sum of the calculated scores (Eq.4).

confidence =
scorefinal output∑

candidates score
(4)

After we calculated the confidence, we put the rankings
of the confidence into bins of size 50 without consider-
ing whether the generation was correct or incorrect. We
express bin𝑖 (1 < 𝑖 < 250, 𝑖 ∈ ℕ) as the bin with the 𝑖𝑡ℎ

highest confidence, #corrects𝑖 as the number of correct
generation in bin𝑖 , and #incorrects𝑖 as the number of in-
correct generation in bin𝑖 . When we treat 𝑖 as a confidence
threshold, precision and recall can be defined by Eq.5 and
Eq.6.

Precision𝑖 =
∑𝑖
𝑗=1 #corrects 𝑗∑𝑖

𝑗=1 #corrects 𝑗 +
∑𝑖
𝑗=1 #incorrects 𝑗

(5)

Recall𝑖 =
∑𝑖
𝑗=1 #corrects 𝑗∑250
𝑗=1 #incorrects 𝑗

(6)

Figure 3 shows the calculated precision-recall curve for 𝑖
in the range 1-250. Without TTA, the model precision was
relatively low when the confidence threshold was high (=
when the recall was small). This means that the model is
outputting incorrect generations with high confidence. Af-
ter applying TTA, the precision of the left side of the figure
improved, indicating that TTA effectively reduced over-
confident incorrect generations. In addition, the precision
rose monotonically as the confidence threshold increased.
This suggests that confidence can work as a convenient
parameter to control model precision.

3.2 Negative Effects

When the original prompt elicited the gold label but
the aggregation result outputs the incorrect label, the ac-
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Table 3 Example of TTA improving performance. The gold label for this fact instance is “ South America ”, and the aggregator
returned “ South America ”.

# Type Prompt Generation

0 Original What continent is Para District located on? Africa
2 WordNet What continent is Para District based on? North America

12 bt-fr What continent is the Para District located on? South America
15 bt-ru What continent is Pará County on? South America
18 bt-de On which continent is the Para District located? South America

Table 4 Example of TTA degrading performance. The gold label for this fact instance is “ Heidelberg ”, but the aggregator returned

“ Erlanden, Germany ”. The results of other prompts are in the appendix.

# Type Prompt Generation

0 Original Where is Hans-Georg Gadamer buried? Heidelberg
1 Embedding Accordingly is Hans-Georg Gadamer buried? in Bonn
6 WordNet Where is Hans-Georg Gadamer inhume? Erlangen, Germany

11 bt-fr Where’s Hans-Georg Gadamer buried. Erlangen, Germany
15 bt-ru Where’s Hans-George Gadmer buried? Wiesbaden, Baden-Württemberg
17 bt-de Where’s Hans-Georg Gadamer buried? Erlangen, Germany
21 bt-es Where is Hans-Georg Gadamer buried? Heidelberg
25 bt-ja Where are the goodly places? where is the plac... Mount of Olives
29 no-stopwords Where Hans-Georg Gadamer buried? in Marburg

curacy declines. Table 4 shows an example of instances
that caused the accuracy to decline. Only 9 out of 30
prompts are on the table, and others are in the appendix.
The 30 prompts generated 18 unique generations as the
generation with the highest score. 7 prompts generated
“Erlanden, Germany”, and 4 prompts generated “Heidel-
berg”, the gold label.

When we look at the prompts in table 4, not all aug-
mented prompts keep the semantics of the original prompt.
For example, prompt #1 in the table replaced the word
“Where” with “Accordingly”, which is not a natural syn-
onym. Prompt #7 uses the word “inhume”, which is a
synonym of “bury”, but the use is grammatically incor-
rect. Prompt #15 is asking about a person whose name is
“Hans-George Gadmer” and not “Hans-Georg Gadamer”.
The augmented prompt by back-translation with Japanese
as the target language is hardly a paraphrase of the original
prompt. Although the purpose of implementing TTA is to
cover up incorrect generations by some prompts, expect-
ing the behavior using numerous augmented prompts with
low quality is a harsh setting. The augmented prompts
are expected to maintain the semantic components of the
original prompts while varying the syntactic structure or

vocabulary. It is a crucial issue to produce paraphrases
with high quality.

4 Conclusion
We applied the idea of test-time augmentation to the

factual probing task on pre-trained language models to
increase the model’s accuracy and robustness. We used
synonym replacement, back-translation, and stopwords-
filtering to create augmented prompts automatically. Out
of the 7 models we investigated, TTA had a significant ef-
fect only on the t5-small model. On other models, TTA
had a negative effect in terms of accuracy. The unsound
effect of TTA is anticipated to result from the poor quality
of automatically augmented prompts. We want to examine
deeper into the quality of augmented prompts. Searching
for a better method to produce high-quality paraphrases
would also be indispensable.

In terms of confidence of the model, our results showed
that TTA effectively reduced the number of incorrect out-
puts. In addition, results indicated that TTA enables confi-
dence to be the parameter that could conveniently control
the model precision.
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Table 5 Example of TTA declining the accuracy. The gold label for this fact instance is “ Heidelberg ”, but the aggregator returned

“ Erlangen, Germany ”. The results of other prompts are in the appendix.

# Type Prompt Generation

2 Embedding Consequently is Hans-Georg Gadamer buried? in Bonn
3 Embedding Where poses Hans-Georg Gadamer buried? Erlangen
4 Embedding Where represents Hans-Georg Gadamer buried? Erlangen, Germany
5 WordNet Where is Hans-Georg Gadamer immerse? German philosophical neo-Kantia
7 WordNet Where is Hans-Georg Gadamer inhumed? Erlangen
8 WordNet Where is Hans-Georg Gadamer swallow? the throat
9 bt-fr Where is Hans-Georg Gadamer buried? Heidelberg

10 bt-fr Where’s Hans-Georg Gadamer buried? Erlangen, Germany
12 bt-fr Where’s Hans-Georg Gadamer buried in the house? in the garden
13 bt-ru Where is Hans-George Gadmer buried? Basel
14 bt-ru Where is Hans-George Gadamer buried? Erlangen, Germany
16 bt-ru Where is Hans-Gorg Gadmer buried? Wiesbaden, Baden-Württemberg
18 bt-de Where is Hans-Georg Gadamer buried? Heidelberg
19 bt-de Where was Hans-Georg Gadamer buried? in the Munich Waldfriedhof
20 bt-de Where will Hans-Georg Gadamer be buried? in the Cathedral of Speyer
22 bt-es Where’s Hans-Georg Gadamer buried? Erlangen, Germany
23 bt-es Where is Hans-Georg Qadamer buried? In a Munich cemetery
24 bt-es Where is Hans-Georg Gadhamer buried? Innsbruck
26 bt-ja Where are the goodly places? Where is the plac... Bethel
27 bt-ja Where are the goodly places? where are the pla... the mountain of God
28 bt-ja Where are the goodly places? where is the plac... the place of his fathers

Appendix

Augmentation Methods

Synonym Replacement We use a python library “Tex-
tAttack”. For synonym replacement using wordnet, we
use WordNetAugmenter provided in the library. For syn-
onym replacement using GloVe embedding, we use the
transformation method WordSwapEmbedding to create an
augmenter.
Back-translation We first translate the original prompt to
8 candidates in the target language. Each candidate is then
translated back into 8 candidates in the source language,
getting 64 back-translated prompt candidates in total. We
adopt the round-trip probability as the score of the back-
translated prompt candidates and select 4 candidates using
the aggregation method mentioned in section 2.4. For
translations, we used Marian MT models 3）. The Marian
MT models occupy roughly the same memory size as the
t5-small model.

3） https://github.com/Helsinki-NLP/Opus-MT

Stopwords-filtering This method drops stopwords and
diacritics from the original prompt. We use a python library
“Texthero” for the processing.

Aggregator

Counting the number of appearances in the generations
is one method of aggregation. We did not use count-based
aggregation because the possibility of having multiple gen-
erations with the same counts is high. The phenomenon is
predicted to occur more when we make the model output
more sequences for each prompt. In addition, this method
cannot take confidence into account as all generations by
beam-search are equally weighted.

Result

Table 5 shows the result of augmented prompts that we
did not display on table 4.
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