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Abstract
Word analogy datasets are commonly used to assess

the quality of word embeddings. As the NLP tasks are
going more and more towards sentences and beyond, vector
representation of these units is becoming more and more
vital to the performance of the system. However, there are
not so many datasets available for sentence analogy. In this
paper, we release a resource of analogies between sentences
extracted from two corpora: Tatoeba and Multi30K. The
analogies are extracted in various European languages.

1 Introduction

I like coffee : I like tea :: I like hot coffee : I like hot tea
⇔

I like hot coffee : I like hot tea :: I like coffee : I like tea
⇔

I like coffee : I like hot coffee :: I like tea : I like hot tea
Figure 1 Examples of analogy on sentences with their equiv-
alent analogies derived from properties of analogy mentioned in
Section 1: symmetry of conformity and exchange of the means.

Analogy is a relationship between four objects: 𝐴, 𝐵,
𝐶 and 𝐷 where 𝐴 is to 𝐵 as 𝐶 is to 𝐷. It is noted as
A : B :: C : D . As our work relates to strings, 𝐴, 𝐵, 𝐶 and
𝐷 are all strings (sequence of characters). This notation
means that the ratio between 𝐴 and 𝐵 is similar to the ratio
of 𝐶 and 𝐷. In another way, an analogy is a conformity of
ratios between the four strings, as shown in Formula (1).
Figure 1 gives examples of analogy between sentences.

𝐴 : 𝐵 :: 𝐶 : 𝐷
Δ⇐⇒

{
𝐴 : 𝐵 = 𝐶 : 𝐷
𝐴 : 𝐶 = 𝐵 : 𝐷

(1)

In this paper, we adopt the definition of formal analogies
between strings of symbols as found in [1, 2, 3].

2 Number of analogies in a text and
analogical density
We address the theoretical problem of counting the total

number of analogies in a given text. The following section
will introduce two main metrics used in this work.

2.1 Analogical density

The analogical density (𝐷𝑛𝑙𝑔) of a corpus is defined
as the ratio of the total number of analogies contained in
the corpus (𝑁𝑛𝑙𝑔) against the total number of permutations
of four objects that can be constructed by the number of
sentences (𝑁𝑠).

𝐷𝑛𝑙𝑔 =
𝑁𝑛𝑙𝑔

1
8
× 𝑁4

𝑠

= 8 ×
𝑁𝑛𝑙𝑔

𝑁4
𝑠

(2)

The factor 1/8 in the denominator comes from the fact
that there exist 8 equivalent forms of an analogy due to two
main properties of analogy:

• symmetry of conformity: A : B :: C : D ⇔ C : D ::
A : B , and

• exchange of the means: A : B :: C : D ⇔ A : C ::
B : D .

2.2 Proportion of sentences appearing in
analogy

We count the number of sentences appearing in at least
one analogy (𝑁𝑠 𝑛𝑙𝑔) and take the ratio with the total num-
ber of sentences in the corpus (𝑁𝑠) to get the proportion of
sentences appearing in at least one analogy (𝑃).

𝑃 =
𝑁𝑠 𝑛𝑙𝑔

𝑁𝑠
(3)

3 Original corpora
We consider two corpora to use in this work, Tatoeba and

Multi30K. These two corpora are available on the web and
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already heavily used by the natural language processing
community.

• Tatoeba1）: is a collection of sentences that are trans-
lations provided through collaborative works online
(crowd-sourcing). It covers hundreds of languages.
However, the amount of data between languages is
not balanced because it also depends on the number
of members who are native speakers of that language.
Sentences contained in Tatoeba corpus are usually
short. These sentences are mostly about daily life
conversations.

• Multi30K2）[4, 5, 6]: is a collection of image descrip-
tions (captions) provided in several languages. This
dataset is mainly used for multilingual image descrip-
tion and multimodal machine translation tasks. It is
an extension of Flickr30K [7] and more data is added
from time to time, for example, COCO dataset3）.

Table 1 provides the statistics on Tatoeba and Multi30K.
As an overview, Multi30K has two times number of tokens
in a sentence in comparison to Tatoeba, These two corpora
can be characterised based on the diversity of the context of
the sentence it contains. Multi30K is a corpus with diverse
contexts. In comparison to that, sentences contained in
Tatoebaare less diverse. Tatoeba is mostly about daily life
conversation. We expect that corpus with less diversity
of context will share words between sentences more often.
Thus, it will have more analogies and higher analogical
density.

Let us now compare the statistics between languages.
English has the lowest number of types. Finnish, Polish
and Czech always have the highest number of types for
around two times higher than English across the corpora.
We can observe that language with poor morphology has
fewer of types and hapaxes. On the contrary, languages
with high morphological richness have less number of to-
kens due to richer vocabulary. These languages also tend
to have longer words (in characters). One can easily un-
derstand that with richer morphological features we will
have a higher vocabulary size. The consequence of this
is that the words will be longer. We also observe that
a higher number of types means lesser words to repeat
(higher Type-Token-Ratio). Thus, the number of tokens

1） tatoeba.org

2） github.com/multi30k/dataset

3） cocodataset.org

will be lower.
However, we also see that there are some interesting

exceptions. In this case, French and German. French has
a higher number of tokens than English despite having
a higher vocabulary size. The high number variety of
function words (propositions, articles, etc.) in French is
probably one of the explanations of this phenomenon. As
for German, it has a pretty high average length of type in
comparison to other languages. This is maybe caused by
words in German are originally already longer. German is
known to glue several words as a compound word.

4 Newly created sentence analogy
dataset

4.1 Extraction of analogies

To extract analogies from a corpus, we rely on an already
existing tool described in [8]. It relies on the equality of
ratios as the definition of analogy.

Each sentence in the corpus is represented as a vector
shown in Formula (4). We use the notation |𝑆 |𝑐 which
stands for the number of occurrences of token 𝑐 in string 𝑆.
The number of dimensions of the vector is the size of the
alphabet or the vocabulary, depends on the tokenisation
scheme (See Section 4.2).

𝐴
Δ
=

©«
|𝐴|𝑡1
|𝐴|𝑡2

...

|𝐴|𝑡𝑁

ª®®®®®®¬
(4)

The conformity between ratios of strings is defined as
the equivalent between the two vectors of ratios. See For-
mula (5).

𝐴 : 𝐵 :: 𝐶 : 𝐷
Δ⇐⇒

{
𝐴 : 𝐵 = 𝐶 : 𝐷
𝐴 : 𝐶 = 𝐵 : 𝐷

(5)

Pairs of strings representing the same ratio can be
grouped as an analogical cluster. Please refer to For-
mula (6). Notice that the order of string pairs has no
importance.

𝐴1 : 𝐵1

𝐴2 : 𝐵2
...

𝐴𝑛 : 𝐵𝑛

Δ⇐⇒ ∀(𝑖, 𝑗) ∈ {1, . . . , 𝑛}2,

𝐴𝑖 : 𝐵𝑖 :: 𝐴 𝑗 : 𝐵 𝑗

(6)
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Table 1 Statistics on Tatoeba and Multi30K.

- en fr de cs pl fi

Tatoeba

# of lines 7,964
# of tokens 51,279 54,430 50,375 - 41,892 39,907
# of types 4,152 5,740 5,639 - 7,796 8,634

Avg. tokens per line 6.44±2.80 6.83±3.20 6.33±2.85 - 5.26±2.44 5.01±2.10
Avg. token length 3.34±2.14 3.69±2.52 4.04±2.59 - 4.26±2.89 4.75±3.15
Avg. type length 6.32±2.27 7.12±2.49 7.55±3.01 - 7.28±2.44 8.09±2.86
Type-Token-Ratio 0.08 0.11 0.11 - 0.19 0.22

Hapax size (%) 48.80 56.17 55.68 - 62.11 66.50

Multi30K

# of lines 30,014
# of tokens 392,978 471,352 374,490 308,367 - -
# of types 10,373 11,376 19,112 22,787 - -

Avg. tokens per line 13.09±4.10 15.70±5.91 12.48±4.23 10.27±3.60 - -
Avg. token length 3.85±2.40 3.93±2.47 4.86±2.97 4.34±2.71 - -
Avg. type length 6.92±2.41 7.41±2.42 9.91±3.91 7.52±2.40 - -
Type-Token-Ratio 0.03 0.02 0.05 0.07

Hapax size (%) 41.94 42.15 58.05 53.50 - -

Table 2 Example sentences (lowercased and tokenised) ran-
domly chosen from corpora used in the experiment. Sentences
contained in the same corpus are translations of each other in the
other languages.

Example sentences

Ta
to

eb
a

en the store is closing at 7 .

fr le magasin ferme à 7 heures .

de der laden schließt um sieben .

pl sklep jest zamkniety od 19 .

fi kauppa menee kiinni kello seitsemän .

M
ul

ti3
0K

en a boy in white plays baseball .

fr un garçon en blanc joue au baseball .

de ein weiß gekleideter junge spielt baseball .

cs chlapec v bı́lém hraje baseball .

4.2 Tokenisation schemes

The sentence is tokenised using different tokenisation
schemes: character, sub-word and word. For sub-word4）,
we use two popular sub-word models: unigram language
model (unigram) [9] and byte-pair-encoding (BPE) [10].

4） github.com/google/sentencepiece

The delimiter used to separate tokens is the space. Under-
scores denote spaces in the original sentence. The vocab-
ulary size used here for unigram and BPE is 1,000 (1k).

4.3 Statistics on the newly created dataset

Each of the corpora is tokenised using four different
tokenisation schemes: character, BPE. unigram and word.
On top of that, we performed masking with both methods:
the least frequent and most frequent. Ablation experiments
are carried out on all corpora in six languages depending
on the language availability of the corpus.

In this paper, we decided to carry out the experiment
on both Tatoeba and Multi30K as these corpora have a
different range on both formal and semantic levels. On the
formal level, sentences in Tatoeba are short and similar to
one another. Multi30K contains more diverse and longer
sentences. On the level of semantics, as mentioned in
Section 3, Tatoeba contains sentences that focus on the
theme of daily conversation. Multi30K, which contains
image captions, has a wider range of topics.

Figure 2 (top-left) shows the number of analogical clus-
ters extracted from the corpora with various tokenisations
in English. Tatoeba has the highest number of clusters.
This meets our hypothesis. It is also reflected in the num-
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Figure 2 Number of clusters (top-left) and analogies (top-right) extracted from the corpora in English. Below that, Analogical density
(bottom-left) and the proportion of sentences appear in analogy (bottom-right) for the corpora in English. Please notice the logarithmic
scale on the ordinate for analogical density ( nano (n): 10−9, pico (p): 10−12, femto (f): 10−15. ). The tokenisation schemes on the
abscissae are sorted according to the average length of tokens in ascending order.

ber of analogies (top-right). Tatoeba has about 10 times
more analogies than Multi30K.

Figure 2 (bottom-left) shows the results on the analogical
density of the corpora with various tokenisations. We
can immediately observe that Tatoeba corpus steadily has
the highest analogical density in comparison to the other
corpora. The difference is also pretty far. For example,
the gap is around 103 between Tatoeba and Multi30K,
even more than 105 for Europarl. This shows that Tatoeba
corpus is really denser than the other corpora despite having
the smallest number of sentences. Remember, we have
different numbers of sentences between corpora.

Although it is not visible from the graph, we observed
that the density slightly gets lower from tokenisation in
character towards words. For subword tokenisation, we
found that unigram consistently has higher analogical den-
sity than BPE on the same vocabulary size. This is prob-
ably caused by the unigram having a shorter token length
which allows a higher degree of freedom in commutation
between tokens.

Similar trends can also be observed in the proportion
of analogical sentences. Tatoeba is ten times higher than
Multi30K which proves our hypothesis that a corpus which
contains similar sentences will have a higher proportion

of analogical sentences. As for the tokenisation scheme,
we also found that the proportion decreases toward word
tokenisation.

5 Conclusion
We produced a resource of analogies between sen-

tences extracted from two different corpora, Tatoeba and
Multi30K. Both corpora have different characteristics, the
one contains mostly daily life conversations, and the other
contains a collection of image captions. We also performed
experiments in measuring the analogical density of various
corpora in various languages using different tokenisation
schemes. Corpora with a higher Type-Token-Ratio tend to
have higher analogical densities. We naturally found that
the analogical density goes down from character to word.
We hope the release of such a resource will allow a better
way to evaluate the quality of sentence embeddings.
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