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Abstract
Information extraction (IE) is an essential NLP task, es-

pecially for extracting information from resumes. This
study aims to transform the information extraction task of
resumes into a simple sentence classification task, using
an English resume dataset and improving the classification
rules to create a larger and more fine-grained classification
dataset. The new dataset is used to test the performance
of mainstream pre-training language models, and experi-
ments are also conducted to compare the impact of differ-
ent training set sizes on the accuracy of the resume dataset.
The results show that the improved annotation rules and in-
creased sample size of the dataset improve the accuracy of
the original resume dataset.

1 Introduction
As artificial intelligence develops, using artificial intelli-

gence instead of HR for resume screening has always been
the focus of research. And the accuracy of resume screen-
ing depends on the precision of resume information extrac-
tion.Hence, it is crucial to improve the precision of resume
extraction for the subsequent steps of various analyses per-
formance of resumes. The previous study on resume infor-
mation extraction tends to use the Bi-LSTM-CRF model
for Name Entity Recognition(NER) of resume text[1].Al-
though this method extracts the resume information (e.g.
Personal information, Name, Address, Gender, Birth) with
high accuracy, it also loses some original verbal expression
information. For example, the description of one’s future
career goals, requires complete sentences that cannot be
extracted by the NER method. As an AI system that scores
the candidate’s resume, the career object is also part of the
score. In summary, sentences such as these should not be

ignored. Hence, in the prior study, the task of resume in-
formation extraction is transformed into a sentence classi-
fication task. Firstly, the various resume formats were con-
verted into a uniform txt document. Then the sentences
were classified after dividing them by sentence units. The
classified sentences are used in the subsequent AI scoring
system for resumes.The pilot study segmented and anno-
tated 500 of the 15,000 original CVs from Kaggle.1）Five
categories of tags were set: experience, knowledge, ed-
ucation, project and others2）.The pilot study annotated
resume dataset has problems, such as unclear classification
label boundaries and fewer categories. Also, a dataset of
500 resumes with a total of 40,000 sentences in the tag-
ging is sufficient for PLMs to fine-tune. If the dataset sam-
ple is increased, can the model’s performance continue to
improve.

To resolve all these problems, we improved the classifi-
cation labels of resumes and used them to label a new re-
sume classification dataset. To find out how many training
samples can satisfy the fine-tune requirement of PLMs, we
annotated 1000 resumes with a total of 78000 sentences.
Furthermore, various experiments have been performed on
the newly created resume dataset using the current main-
stream PLMs.

2 Related Work
Since the last century, resume information extraction

has been a critical applied research subfield in IE. In ear-
lier studies, methods such as rule-based and dictionary
matching were used to extract specific information from
resumes[2]. HMM, and SVM methods extract information

1） https:
//www.kaggle.com/datasets/oo7kartik/resume-text-batch

2） https://www.kaggle.com/datasets/chingkuangkam/
resume-text-classification-dataset
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Figure 1: Resume annotation rules diagram.

such as a person’s name and phone number from resume in-
formation[3].Related Resume Corpus Construct study has
an extensive resume corpus in Chinese[4].

3 Corpus Construction

3.1 Annotation Rule

We increased the number of categories from 5 to 7 in
order to discriminate the various parts of the resume more
carefully.As shown in Figure 1, the blue block on the left is
the abbreviation of the seven classification labels, and on
the right is the name of the resume section corresponding
to the label.The full names of the seven labels are Expe-
rience, Personal Information, Summary, Education,
Qualifications, Skill, and Object.The newly developed
classification rules make it possible to have a clear attribu-
tion for each item in the resume. It will not cause the ne-
glect of some sentences in the resume, as there are other
labels in the prior study.

3.2 Annotation Tool

In order to label resume datasets faster and more accu-
rately, we developed a simple annotation program based on
Tkinter3）.The operation interface of the resume annotation
tool.This tool automatically recognizes original resumes in
pdf, Docx, and txt formats. It can also segment all the sen-

3） https://docs.python.org/ja/3/library/tkinter.html

Figure 2: The operation interface of the resume annotation
tool.

tences in the original resume according to a simple rule-
based approach.Figure 2 shows the sample interface of the
resume annotation tool. On the left are the sentences split
by rule-based, and on the right are seven buttons that can
be selected individually. After the sentence annotation of
a whole resume is completed, a separate txt file will be
automatically exported after closing the window, and the
sentence annotation window for the next resume will be
started automatically.

4 Experiments Set
In this section, we will perform various test experi-

ments on the new-constructed resume dataset. First, we
compared the performance of the BERT[5] model on
the original resume corpus and the newly constructed
resume dataset. Furthermore, four mainstream PLMs
models are selected to test the resume dataset per-
formance: BERT,ALBERT[6],RoBERTa[7], and T5[8].
For the fairness of the experiment, the size with the
most similar parameters was chosen for each of the
four models(BERTlarge, ALBERTxxlarge, RoBERTalarge,
T5large).The evaluation metrics for all experiments were
F1-micro.The training set, validation set, and test set are
randomly divided in the ratio of 7:1.5:1.5.And each exper-
iment was performed three times to take the average of the
results.

5 Result

5.1 Pre-train Models Test

As shown in Table 2, the new resume corpus ameliorated
by 0.35% over the original dataset F1-score for the same
BERT model. RoBERTa and T5 scores improved by 0.68%
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Sample 10000 15000 20000 25000 30000 35000 40000 45000 50000 55000

Valid 83 83.7 84.9 84.9 85.6 86 86.1 86.6 85.9 85.9
Test 83.5 84.3 85.3 85.6 84.6 85.4 85.9 85.9 85.8 85.1

Table 1: The first row indicates the number of training sets. The following two rows indicate the F1-score of the validation
set and test set corresponding to the number of training samples.

Model F1-score

BERT*large(baseline) 86.32
BERTlarge 86.67
ALBERTlarge 86.40
RoBERTalarge 87.00
T5large 87.35

Table 2: The first column * show accuracy of resume
dataset before improvement.

Figure 3: F1-score of different training samples.

and 0.97% over baseline, respectively.The above results are
also consistent with the ranking of the four PLMs in terms
of their performance in various benchmark tests of NLP.

5.2 Sample Size Affects Experiment

In order to find out how many samples can bring out
the maximum performance of the model, we divide the
data set into training set 58000: validation set 10000: test
set 10000. As shown in Table 1, the scores of the vali-
dation and test sets for different sample sizes. The model
scores are tested from the 58000 training set, starting from
5000 and increasing the number of training samples every
5000.The highest score in the validation set is 86.6 when
the training sample equals 45000. the highest score in the
test set is 85.9 when the training sample equals 40000 and
45000.In order to visualize the relationship between the
number of training samples and performance, we plotted
the graphs (As Figure 3).It can be seen that as the num-
ber of training samples increases, the correctness of the

Figure 4: Fan chart of the percentage of each category of
the resume corpus.

model rises. Finally, the model’s performance reaches the
highest point when the training samples are increased to
40,000. From the experimental results, for the PLMs, this
resume corpus above 40,000 is sufficient for the model’s
maximum performance.The results also prove that the new
resume corpus, which doubles the sample size, is signifi-
cant compared to the original resum corpus.

6 Analysis
In the final section, we analyze the sample distribution of

the constructed resume corpus.Figure 4 shows that the cat-
egory with the most significant proportion in the resume
corpus is experience, which accounts for half of the re-
sume text. In addition, the three categories that account for
the least in the resume corpus are skill, object, and qual-
ification, which account for only 7%, 3%, and 1%.Con-
clusively, resume text is a very easy sample imbalance for
experimental subjects. Thus, the resume corpus also vig-
orously tests the model’s learning capability for categories
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with sparse samples in the training dataset. Hence, we plot-
ted the conflation matrix of RoBERTa and T5 models. It is
used to analyze the learning ability of the two models for
sample-sparse categories in the dataset.

As shown in the figure 5, we can see the confusion
matrix of RoBERTa and T5 models. First,the RoBE-RTa
model is better for classifying qualification with the least
number of samples. Secondly, the T5 model is slightly
better than the RoBERTa model in terms of overall cate-
gory classification results.The above results also demon-
strate that our constructed resume corpus is highly unbal-
anced. However, if the model has strong performance, it
can still learn the features of the corresponding category
from very few samples.

Figure 5: Confuse Matrix of RoBERTalarge and T5large

model in test set.

7 Conclusion
In this paper, we improve the classification labels of the

original English resume corpus. Furthermore, it doubled
the number of samples size. The final tests and analyses
also show the reliability of the newly constructed resume
corpus. In future work, we will explore how to solve the
sample imbalance problem of the resume corpus. Make the
model learn effectively even for small sample categories.
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