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Abstract

Words can have different meanings based on the context
of how they are used. Therefore, to help language under-
standing, it is important to be able to distinguish between
the word usages. To do this, we propose to automati-
cally classify word meaning using a Transformer neural
network. However, annotating large amounts of word us-
ages for effective machine learning can be time-consuming
and expensive. Thus, we propose using unlabeled data for

Pseudo Labeling to improve the robustness of the model.

1 Introduction

Words can have different meanings, or usages, depend-
ing on the context. For example, the word “see” can have
many different meanings, such as, to see something with
your eyes, to understand something, to imagine something
in a particular way, etc. Polysemous words are words with
related origins and homographs are words with different
origins.

The study of polysemous words and homographs is im-
portant for language learning [1, 2]. Language learners
often have difficulties knowing the intended meaning of
words when using dictionaries [3]. Due to this, it is com-
mon for language learners to only use the top definition in
dictionaries [4]. Thus, correct identification of word usage
can be an important tool.

In order to address this problem, we propose the use of
machine learning, namely text classification, to predict the
usage of words. Namely, we use a Bidirectional Encoder
Representations from Transformer (BERT) [5] neural net-
work to embed words into a word-wise semantic vector

and use a classifier to learn the usage based on the vector.

— 2409 —

uchida@flc.kyushu-u.ac. jp

Through this, we show that it is possible to predict the word
usage within the context of a sentence.

However, one issue with using neural networks is the
requirement for data. Specifically, a large amount of an-
notated data is required to train accurate models and ac-
quiring the annotations can be a time-consuming and ex-
pensive process. Therefore, we propose the use of Semi-
Supervised Learning (SSL) to make up for the lack of data.
SSL combines the use of supervised data, i.e. labeled data,
and unsupervised data, i.e. unlabeled data. Specifically,
Pseudo Labeling [6] is used. In Pseudo Labeling, the unla-
beled data is classified and given Pseudo Labels based on
the classifier confidence.

The contributions are as follows:

* We develop a word usage classifier that is able to learn
the usage of a word based on the context.

* We demonstrate that SSL, specifically Pseudo Label-
ing, can help make up for the difficulty of annotating
data.

* We show that the word embeddings learned by BERT
contain contextual usage information.

* A case study is conducted on specific words with
polysemous and homograph definitions to show the

effectiveness of our approach.

2 Related Work

While word embedding research [7] and text classifica-
tion research [8, 9] are widely studied fields, specific word
usage classification is not often explored.

In a related problem set, homograph disambiguation
aims to differentiate homographs in text, most often used
with text-to-speech generation [10, 11]. Notably, SSL has
been used for homograph disambiguation in text-to-speech
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generation Mandarin [12] and Persian [13]. While these
methods are similar, they differ in that they only separate
homographs by sound and not specifically by meaning.
This means that the labels typically follow part of speech,
very broad meanings, or labels that have different meanings
but the same pronunciations [10]. The aim of our work is
to predict the usage of words from a comprehensive set of
definitions.
3 Bidirectional Encoder Represen-
tations from Transformers (BERT)
Transformers [14] are feed forward neural networks that
consist of blocks of a Multi-Head Self-Attention (MHSA)
layer and a fully-connected layer. The MHSA layer uses
parallel self-attention layers to learn pairwise relationships
between tokens of the input. After the MHSA, there is a
fully-connected layer. The output of a Transformer layer is
vector embeddings corresponding to each input token.
Bidirectional Encoder Representations from Trans-
former (BERT) [5] is an extension to the original Trans-
former. Some of the improvements include using a bidirec-
tional self-attention, adding segment encodings, and train-
ing using BooksCorpus [15], which contains the contents
of 11,038 books.

3.1 Tokenization

The input representations of BERT are constructed of
summing token embeddings, positional encodings, and
segment encodings [5]. The token embeddings are Word-
Piece vectors [16] embedded in vectors using a linear layer.
The WordPiece vectors represent pieces of words, includ-
ing full words, in a 30,522 word-part token vocabulary. The
positional encodings represent the position that the word
piece appears in the sentence, and the segment encoding is

the sentence number.
3.2 Embeddings

BERT is trained in an encoder-decoder structure. The
encoder layers create an embedding corresponding to each
input token vector. This allows Transformer layers to be
stacked and to be used with a decoder Transformer for
training. Thus, the output of the encoder layers is a set of
token-wise vector embeddings. Due to this, as shown in
Fig. 1, we use these word embeddings as representations
for our classifier.

Aside from the word embeddings, there is a special clas-
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Figure 2 Pseudo Labeling

sification embedding (CLS) and sentence separation em-
beddings (SEP). In traditional text classification, the CLS
token is used to classify the entire document. However, in
our case, we do not use the CLS embedding because we

focus on individual word usage.
4 Semi-Supervised Learning

SSL is a problem setup that incorporates supervised data
and unsupervised data to train models. The benefit of SSL
is that it makes it possible to leverage large amounts of
unlabeled data to supplement the labeled data. This is
useful because annotating unlabeled data can be costly and
time-consuming.

One method of SSL is the use of Pseudo Labeling [6].
Pseudo Labeling is a method of labeling the unlabeled data
based on probabilistic confidence to be used alongside the
already labeled data. Pseudo Labeling is performed in mul-
tiple rounds of training, as shown in Fig. 2. First, the model
is trained using the labeled data. Next, the unlabeled data

is classified using the trained model. When the unlabeled
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Table 1 Details of the datasets

Data  Tenses # Classs # Train # Test # Unlabeled

get get, got, gotten, 70 95 64 703
gets, getting

let let, lets, letting 16 27 15 84

play play, played, 12 19 12 212
plays, playing

see (1) see, saw, seen, 20 36 18 550
sees, seeing

see (2) see, saw, seen, 8 894 219 550

sees, seeing

data is classified, a confidence score p is determined. For
the purpose of Pseudo Labeling, the confidence is defined
as the probability of the predicted class. Then, the pre-
dicted unlabeled data with a high confidence threshold 7
is labeled, i.e. where p > 7, which becomes pseudo la-
bels. The model is then trained again using the combined
annotated labels and pseudo labels. Finally, this process is
repeated N number of rounds or until satisfied.

5 Experimental Results

5.1 Dataset

In this study, we use data from two corpora. The first cor-
pus is the English Vocabulary Profile (EVP) Online word
list [17]. The corpus includes a list of words with defini-
tions, usages, and example sentences, hereafter referred to
as dictionary examples. For this study, the American En-
glish definitions are used. In addition, EVP also includes
learner examples which are sentences written by varying
levels of language learners. The second is a privately gath-
ered book corpus consisting of Common European Frame-
work of Reference (CEFR) graded materials. The EVP
corpus is used to create the supervised datasets and the
book corpus is used for the unsupervised data.

From the corpora, we created five datasets, as shown
in Table 1. Each dataset is used to classify the usage of
a single word. Also, it should be noted that each dataset
incorporates all tenses of the word. Four of the datasets,
“get,” “let,” “play,” and “see (1)” use the usage labels
determined by EVP. We use the dictionary examples as the
training set and the learner examples as the test set. For
each unlabeled set, lines of text that contained the specific
word were gathered from the book corpus.

In addition to datasets determined by EVP Online, a
second dataset, “see (2)” was annotated manually. This

dataset combines all sentences with the word “see” (and
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its tenses) from the entire EVP corpus. Each sentence
was annotated based on the eight high-level definitions by

two English speakers. The classes are “see (use eyes),”

ELINT3 ELINT3

“see (meet),” “see (on media),” “see (understand),” “see

99 ¢ EEINT3

(information),” “see (consider),” “see (happen),” and “see
(believe).” The problem with the previous datasets is that
there are only a few dictionary examples for each class.
This dataset is used to evaluate the proposed method but
on a larger dataset. The total number of sentences was
1,113 and a training and test split was created by taking

20% from each class to be saved for the test data.

5.2 Architecture and Training

To acquire the word embeddings, a 12 transformer layer
pre-trained BERT is used. The pre-trained BERT is fed
word piece sequences created from each sentence and
outputs word embeddings. As recommended by Bert-
as-service [18], the embeddings from the second-to-last
transformer layer is used, i.e. the 11th layer. This is done
because Bert-as-service found that the last layer embed-
dings tend to be learned in a way for the Masked Language
Model (MLM) [5]. The second-to-last layer contains more
contextual information and word meaning.

The word embedding vectors are then classified using a
Multi-Layer Perceptron (MLP) neural network. The net-
work consists of two layers, one hidden layer and one out-
put layer. The hidden layer has 512 nodes. The hidden
layer uses Rectified Linear Unit (ReLU) activations and
Dropout with a probability of 0.5. The weights were ini-
tialized using a Xavier uniform initialization [19]. The
word embedding vectors are then classified using a fully-
connected layer with the number of nodes equalling the
number of classes and a softmax activation.

The MLP is trained using Adam optimizer [20] for 1,000
epochs. We use a batch size of 10 and an initial learning
rate of 0.0001. For the SSL, rounds of Pseudo Labeling
were performed until all of the unlabeled data was labeled
or a maximum of 10 rounds has passed. The threshold was
setto 7 =0.99.

5.3 Results

The results are shown in Table 2. In the table, MLP
is the classifier using the BERT word embeddings without
Pseudo Labeling, and MLP+PL uses Pseudo Labeling. For
comparison, we use 1-Nearest Neighbor (1-NN) with the

This work is licensed by the author(s) under CC BY 4.0
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Table 2 Classification Accuracy (%)
Data 1-NN MLP MLP+PL
get 50.0 56.3 54.7
let 80.0 80.0 73.3
play 75.0 833 66.7*
see (1) 88.9 77.8 83.3
see (2) 87.2 88.1 90.0
* 1 =(.95 instead of 7 = 0.99

Table 3 Example Test Set Instances with the Same Token Em-
bedding but Different Word Embeddings That Were Correctly
Classified

Prediction Sentence

see (use eyes) If I see some nice underwear, I will buy it too.

see (consider) Some people see society as it stands today as in-
herently flawed, an amorphous group of people
who follow and worship anyone that gives them
pleasure and empty dreams of perfection.

see (meet) You should see a doctor about that cough.

BERT embeddings. For “play,” T = 0.95 was used because
no unlabeled data had a confidence of 0.99. The results
show that the Pseudo Labeling is able to help improve the
accuracy of “see (2).”

Conversely, the datasets with a very high unlabeled to
labeled ratio performed worse. Calculated from Table 1,
the “get,” “let,” “play,” and “see (1)” datasets have an
unlabeled to labeled training data ratio of 7.4:1, 3.1:1,
11.2:1, 15.3:1, respectively. This indicates that Pseudo
Labeling is weak in instances where there are not enough
training samples compared to the unlabeled samples.

Table 3 shows instances where the target word, “see,”
had the same input embedding but different output word
embeddings. Importantly, the word embedding was able
to be used to correctly classify the usage in each sentence.
Thus, it can be inferred that the embeddings from BERT
contain semantic information and is able to separate ho-

mographs.
5.4 Ablation

In order to determine the threshold for Pseudo Label-
ing, we performed a parameter search. The analysis is
performed on the larger “see (2)” dataset to increase the
reliability of the analysis. The results in Table 4 show that
the best 7 is 0.99 for Pseudo Labeling.

5.5 Examining the Pseudo Labels

It is important for the unlabeled data to be assigned

accurate Pseudo Labels for SSL to work. Therefore, in
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Table 4 Affect of the Threshold Accuracy (%)
PL 7=090 7=095 7=099 7=1.00
see (2) 89.0 89.5 90.0 89.5

Table 5 Example Pseudo Labels and Confidences for “See (2)”

Class p Sentence

(1) see (meet) 1.0 A young woman wants to see you, Sif.

(2) see(useeyes) 1.0 The view—being up very high look-
ing down and seeing the northern
lights below.

(3) see (consider) 1.0 Youmay feelthatother people see you
as a leader.

(4) see (on media) 0.93 All of these reach their peak in the
bluefin-"the king of all fish, as Ernest
Hemingway described them after see-
ing Atlantic bluefin off the coast of
Spain.

(5) see (consider) 0.92 The importance of peer influence
can be seen clearly in how strongly
teenagers react when they fall out with
a friend or are excluded from a social
peer group.

(6) see (useeyes) 0.97 But, as you can see, the wheels still
aren’t invisible.

Table 5, we examine some of the Pseudo Labels assigned
by the model. In the examples where the confidence p
was higher than 7 = 0.99, the correct Pseudo Label was
assigned.

Furthermore, in the table, (4) and (5) were mislabeled.
(4) should be “see (use eyes)” and (5) should be “see (un-
derstand).” Due to their low confidence scores, they were
correctly not Pseudo Labeled. However, despite example
(6) having low confidence, it was labeled correctly, thus,

not selected as a Pseudo Label.

6 Conclusion

In this research, we verified whether the output word
vectors of BERT can represent the usage of words, and
made classifiers using the output word vectors. Also, we
improved our classifier through the use of Pseudo Labeling.
We demonstrate that the use of Pseudo Labeling is useful
in helping improve the model. However, there are limita-
tions to Pseudo Labeling and when there are many more
unlabeled patterns than there are labeled patterns, then the
accuracy is degraded. In the future, we will increase the
words and incorporate other information inherent to text to

improve Pseudo Labeling.
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