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Abstract
We investigate an approach to example-based machine

translation (EBMT) implemented by analogy in a low-
resource scenario. This analogical approach requires
analogies between sentences in the source language con-
tained in the knowledge database. We use sentence analo-
gies extracted by parse trees to improve the overall quality
of translation. We demonstrate that our method is more
effective by comparing the translation quality to other
baseline systems. Our method surpasses the results of
a recurrent neural network (RNN) model and a phrase-
based statistical machine translation (PB-SMT) system and
even achieves comparable results to those of a Transformer
model, without the need for a large-scale training model.

1 Introduction
Distinguished from other techniques, EBMT is a method

of machine translation in that translations take place by ex-
ample. It employs a case-based reasoning strategy, where
translations are generated by giving a set of sentences in the
source language and other example sentences contained in
the knowledge database.

Analogy is a way to implement reasoning. An analogical
equation A : B :: C : D expresses a relationship between
four objects that pronounces as the following: 𝐴 is to 𝐵 as
𝐶 is to 𝐷. Analogy has the ability to reason so that we can
interpret words or sentences that we are not familiar with.

An EBMT system by analogy has been proposed in [1,
2], which is called Beth. This system requires analogies
between sentences to perform case-based reasoning. The
existing technique (nlg1）[3]) extracts sentence analogies
only on the formal level. In this work, we propose to extract

1） http://lepage-lab.ips.waseda.ac.jp/media/filer

public/64/52/64528717-c3ce-4617-8208-c1fb70cf1442/

nlg-v321.zip

analogies at the syntactic level by using parse trees and use
them in an EBMT system by analogy. Such analogies are
shown to bring improvement.

2 Related Work

2.1 Types of Analogy

Analogy is usually categorized as formal analogy and
semantic analogy. For formal analogy, we do not consider
the meaning of the terms or the syntax of the sentences.
We only care about the surface form of the strings, such as
characters or words. Take (1) as an example.

I talk to him. :
I talked
to him.

:: I go to school. : x (1)

On the level of form, the solution of (1) is: 𝑥 = I goed to
school. On that level, the only changes allowed are between
characters. Whether the sentence is grammatically correct
or makes sense is not taken into account.

In contrast to formal analogies, semantic analogies take
into account the meaning encapsulated in the words or
sentences. Thus, on the semantic level, the solution to (1)
is 𝑥 = I went to school. Here, the meaning attached to the
strings is taken into account.

2.2 EBMT by Analogy

Formula (2) defines bilingual analogies between sen-
tences in two languages, which are used by the EBMT sys-
tem by analogy in [1]. A : B :: C : D denotes a monolin-
gual analogy in the source language and 𝐴′ : 𝐵′ :: 𝐶′ : 𝐷′

is its corresponding translation in the target language.

𝐴 : 𝐵 :: 𝐶 : 𝐷

↕ ↕ ↕ ↕

𝐴′ : 𝐵′ :: 𝐶′ : 𝐷′

(2)
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Suppose that we want to get the translation 𝐷′ of 𝐷. Dur-
ing the reasoning process, the Beth system retrieves three
(problem, solution) cases (𝐴, 𝐴′), (𝐵, 𝐵′), (𝐶, 𝐶′) in which
“𝐴 is to 𝐵 as 𝐶 is to problem 𝐷”. The solution of the ana-
logical equation “𝐴′ is to 𝐵′ as 𝐶′ is to 𝑥”, 𝑥 = 𝐷′, is the
translation of 𝐷. It is clear from the above that the quality
of analogies between sentences extracted from the corpus
is critical for EBMT by analogy.

3 Analogy on the Level of Syntax
In this work, we propose to extract analogy at the syntac-

tic level. Figure 1 shows an example of an analogy between
sentences that happens on the level of syntax. There is no
obvious interpretation to enforce analogy on both the level
of form and meaning attached to these sentences. However,
we can observe that there is an analogy on the level of syn-
tax by considering their syntactic representations. These
sentences form an analogy at the syntactic level when look-
ing at their parse trees2）: from personal pronoun (PRP) to
proper noun (NNP).

3.1 Tree Representation

To make the syntax of a sentence distinct, we first use de-
pendency representation to discern essential information.
All of the sentences contained in the corpus are converted
into their dependency parse trees using the Universal De-
pendency parsers provided by spaCy3）library. A sentence
𝑆 is then represented by a feature vector −→𝑇𝑆 by counting
the number of occurrences for all the branches found in its
parse tree 𝑇𝑆 . See Formula (3).

−→
𝑇𝐴 =

©­­­­­­«
|𝑇𝐴 |𝑉𝐵𝐷→𝑃𝑅𝑃

|𝑇𝐴 |𝑉𝐵𝐷→𝑁𝑁𝑃

...

|𝑇𝐴 |𝑉𝐵𝐷→.

ª®®®®®®¬
(3)

3.2 Ratios between Trees

In Formula (4), the ratio between two sentences 𝐴 and
𝐵 is defined as the difference between their vectors of
syntactic features derived from their parse trees 𝑇𝐴 and 𝑇𝐵.
To extract analogies at the syntactic level, we check the
conformity of an analogy A : B :: C : D . Formula (5)

2） In the parse trees, the terminals, which, by definition, appear on
the leaves, are not considered.

3） https://spacy.io/

defines it. By doing this, we are able to extract sentence
analogies from the corpus.

𝐴 : 𝐵 ≜ −→
𝑇𝐴 − −→

𝑇𝐵 =

©­­­­­­«
|𝑇𝐴 |𝑉𝐵𝐷→𝑃𝑅𝑃 − |𝑇𝐵 |𝑉𝐵𝐷→𝑃𝑅𝑃

|𝑇𝐴 |𝑉𝐵𝐷→𝑁𝑁𝑃 − |𝑇𝐵 |𝑉𝐵𝐷→𝑁𝑁𝑃

...

|𝑇𝐴 |𝑉𝐵𝐷→. − |𝑇𝐵 |𝑉𝐵𝐷→.

ª®®®®®®¬
(4)

𝐴 : 𝐵 :: 𝐶 : 𝐷
Δ⇐⇒ −→

𝑇𝐴 − −→
𝑇𝐵 =

−→
𝑇𝐶 − −→

𝑇𝐷 (5)

3.3 Analogical Cluster

In [4], an analogical cluster is defined as a set of pairs
of sentences with exactly the same ratio, as shown in For-
mula (6). With analogical cluster, we can measure how
regular the transformations between sentences are. In par-
ticular, we use the nlg package to extract analogical clusters
between sentences, at the level of syntax.

𝐴1 : 𝐵1

𝐴2 : 𝐵2
...

𝐴𝑛 : 𝐵𝑛

Δ⇐⇒ ∀(𝑖, 𝑗) ∈ {1, . . . , 𝑛}2, 𝐴𝑖 : 𝐵𝑖 :: 𝐴 𝑗 : 𝐵 𝑗

(6)

4 Experiments

4.1 Datasets

We use the English-French language pair from the
Tatoeba4）corpus and we perform translations from French
to English. To simulate the low-resource setting, we use
only 114,151 sentence pairs and randomly divide the entire
data into three sets: training set (90%), validation set (9%),
and test set (1%). Some statistics are shown in Table 1.
The sentences contained in the corpus are very short, with
an average of 7 words per sentence.

4.2 Metrics

We evaluate the translation quality automatically by
comparing the output of the translation with the reference
sentence in the test set. We apply four different metrics as
follows.

4） https://tatoeba.org/
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VBD

PRP

We walked

.

.

:

VBD

NNP

Tom sneezed

.

.

::

VBD

PRP

I retired

.

.

:

VBD

NNP

Time flew

.

.
Figure 1 Analogy between sentences on the level of syntax using dependency representation

Table 1 Statistics on the data set used

Language
Number of Avg. sentence length

sentences tokens types in char in word
en 114,151 760,274 11,372 27.87± 7.88 6.97± 1.77
fr 114,151 792,621 21,532 32.39± 9.31 7.76± 2.11

BLEU (BiLingual Evaluation Understudy) [5] evaluates
the similarity between the translated sentence and the ref-
erence sentence. It has a scale of 0 to 100. The similarity
between the two sentences increases with increasing BLEU
scores. We use the implementation of SacreBLEU5）in [6].

CHRF (Character n-gram F-score) [7] uses character n-
gram F-score to automatically assess the result of machine
translation. CHRF score is between 0 and 100. The quality
of the translation will be better if it is higher.

TER (Translation Error Rate) counts the number of edit
operations required to convert the translated sentence into
the reference one. We report TER scores between 0 and
100. The lower the number, the better.

The Levenshtein Edit Distance6）[8] counts the minimal
number of three different edit operations (insertions, dele-
tions and substitutions) between a translation result and a
reference. Similarly, the lower, the better.

4.3 Baselines

We assess the performance of the EBMT system by anal-
ogy by comparing the translation results to those of other
systems. Here, we give a brief overview of the NMT and
PB-SMT systems used for experimentation.

We utilize the OpenNMT7）toolkit [9] to build our NMT
systems. We experiment with RNN [10] models and Trans-
former [11] models. Bidirectional RNN is used as an en-
coder to design the RNN system and both the encoder
and the decoder are 6 layers in size. Also, we use a 4-
layer Transformer and follow the set-up recommendations
in [11] to construct the Transformer system. The early
stopping criteria are used for both RNN and Transformer

5） https://github.com/mjpost/sacrebleu

6） https://github.com/roy-ht/editdistance

7） https://opennmt.net/

models. These above-mentioned NMT systems are trained
from scratch on the same training set that simulates a low-
resource scenario.

Our PB-SMT system is constructed using the Moses8）

toolkit [12]. We train a 3-gram language model with
KenLM9） [13] and smooth it with modified Kneser-Ney
smoothing [14]. GIZA++10）included in Moses is applied as
an alignment tool to generate bilingual phrase tables. Sim-
ilar to NMT systems, the PB-SMT system is built using
sentences from our training set and does not rely on any
external data.

‌4.4 Using Analogies at the Level of Syn-
tax in Example-Based Machine Transla-
tion by Analogy

‌
We examine whether analogical clusters extracted by

syntactic information indeed increase the quality of ma-
chine translation by conducting experiments with the
EBMT system by analogy proposed in [1]. The core idea
of EBMT is that translation is carried out by comparing a
given target sentence with the existing cases in the knowl-
edge database. Analogies are used to perform the reason-
ing process in Beth (See Section 2.2). It is also possible
to compile analogical clusters into the Beth system in ad-
vance. With the help of this retrieval knowledge, we can
accelerate the selection of the most similar cases.

Particularly, we first conduct experiments with the orig-
inal Beth without using any analogical clusters. Then, we
extract analogical clusters on two levels: (1) considering
characters (char) only, (2) combining characters and parse
trees (char ∩ tree) together. We can eliminate some ana-

8） http://www2.statmt.org/moses/

9） https://github.com/kpu/kenlm

10） https://github.com/moses-smt/giza-pp
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Table 2 Translation results of different systems on the test set (fr → en)

System Analogical clusters Size (Mb) BLEU CHRF TER
Edit distance

in char in word
RNN - 458 33.96 46.09 42.87 11.83 3.02
Transformer - 511 53.42 62.57 29.61 8.42 2.13
PB-SMT - 28 39.96 64.53 35.24 9.92 3.34

Beth

without clusters 0 44.61 54.09 39.13 10.31 2.81
char 4 52.48 61.52 33.36 8.76 2.42
char ∩ tree 36 53.55 61.92 32.65 8.54 2.35

logical clusters that are only character transformations by
extracting them from the intersection of on the levels of
characters and parse trees. We expect that involving lin-
guistic information, such as parse trees, will improve case
reliability. Notice that, we only keep the first 3,000 ana-
logical clusters with the largest number of ratios due to the
distribution of the number of analogical clusters with the
same size.

4.5 Translation Quality

Table 2 displays the results that we obtained with all the
different systems mentioned above. The translation quality
of the original Beth is already reasonable, with a BLEU
score of 44.61. This BLEU score far outperforms RNN’s
33.96 and PB-SMT’s 39.96. It is worth mentioning that
because this EBMT system requires no linguistic knowl-
edge, it can be applied to any language pair. Furthermore,
by adding analogies both on the level of syntax and form,
we achieve a BLEU score of 53.55 in the EBMT system by
analogy. The Transformer model has a BLEU score similar
to our proposed method, but it has a lower TER and edit
distance, implying a smaller gap between the translated
sentence and the reference sentence.

4.6 Model Size vs. Translation Quality

We also discuss the trade-off between model size and
translation quality. We compute the number of parameters
that are trainable in RNN and Transformer models. We
calculate the size of the KenLM language model and gener-
ated phrase tables for the PB-SMT system. For the original
Beth system, there is no need for extra data. In the experi-
ments involving analogical clusters in advance as retrieval
knowledge, we count the size of analogy clusters extracted
from different levels.

As shown in Figure 2, although the performance of

a Transformer model slightly exceeds our proposal, the
model size of a base Transformer is already 511 Mb. From
this perspective, we can say that our EBMT by analogy is a
lightweight approach that is more effective for low-resource
machine translation.

0 100 200 300 400 500

35

40

45

50

55

Model size (Mb)

B
LE

U

RNN
Transformer

PB-SMT
Beth

Beth (char)
Beth (char ∩ tree)

Figure 2 Model size and BLEU scores for different systems

5 Conclusion
In this work, we worked on an approach to extract analo-

gies between sentences at the syntactic level by using parse
trees. We were able to extract sentence analogies both
on the level of form and the level of syntax. We showed
that using analogies at the syntactic level has a positive
impact on the translation quality of an EBMT system by
analogy. By contrasting the translation results with exist-
ing baselines, our approach outperformed an RNN model
and a PB-SMT system by showing higher BLEU scores in
a low-resource scenario. Although we got similar evalua-
tion results to those of a Transformer model, our approach
still has advantages in model size since we do not need
pre-training of a large model.
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