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Abstract

In this paper, we propose to apply the pretrained seq2seq
model to conduct preordering process and translation. We
use the manual word alignment data to make preorder train-
ing data, and we compared the performance of different
kinds of mT5 and mBART in preordering. For the transla-
tion procedure, we choose mBART as our baseline model.
We evaluated our approach on the Asian Language Tree-
bank dataset (total of 20,000 parallel data), with directions
in Japanese and English, and in-house parallel data (to-
tal of 3,000 parallel data) of Japanese and Chinese from
NTT corporation. For the results, our proposed approach
exceeds the baseline on the translation direction of Zh-Ja

pairs, and is close to level with the baseline on Ja-En pairs.
1 Introduction

Inrecent years, more and more researches have been con-
ducted on sequence-to-sequence (seq2seq) models based
on pretraining [14, 6, 5]. Since the introduction of Trans-
former [13], the quality of translation has been greatly im-
proved. However, in the task of low resource translation,
due to the dataset’s size limitation, this kind of parameter
randomization model often performs poorly [16]. In or-
der to meet this challenge, many researches have proposed
large-scale pretraining models, which have been widely
used in several tasks in NLP [1, 12].

In this paper, We propose applying the pretrained
seq2seq model to both preordering and translation. We
discussed different sizes of mT5s [14] and mBART [6],
to verify the performance that those models could make
in preordering when using manual word alignment data.
For the translation process, we choose mBART as our
baseline translation model. Translation results with the
original source language as input and generated preorder-

ing as input is verified respectively. In the validation of
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the ALT Japanese-English dataset [9], the result of pre-
ordering as input is similar to that of the baseline. On
the other hand, the result of using preordering as input is
higher than the baseline in the verification of the in-house

Chinese-Japanese parallel dataset provided by NTT.
2 Ralated Work

Kawara et al.[4] discussed the influence of word order
on the NMT model and concluded that it is important to
maintain the consistency between an input source word
order and the output target word orders, to improve the
translation accuracy.

Murthy et al.[7] proposed a transfer learning approach
for NMT, that trains an NMT model on an assisting
language-target language pair, and improves the transla-
tion quality in extremely low-resource scenarios.

Nevertheless, both methods above rely on separately pre-
training a translation model using a large-scale parallel
corpus, and handle the preordering based on the syntax
tree.

Zhu et al.[16] discussed a framework that focuses on
the translation task limited to a small-scale corpus using
preordering and highly accurate word alignment in low-
resource translation. In their work, they used an SMT
model as a solution for translation and received a better
result compared with Transformer. But they did not explore
the use of the seq2seq large-scale pretrained model.

Our work focuses on the low-resource translation task
and uses the large-scale pretrained multilingual model for
fine-tuning not only the preordering but also the translation
procedure.

3 Using Seqg2seq Models for Pre-
ordering and Translation
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3.1 Seq2seq Models

Seq2seq can be described as a sequence input of the
source sequence S = {sy, 52, . .
of the target T = {t1,t2,...,tm}, Where 5;(i = 1,...,k)
and t;(j = 1,...,m) represent the tokens in the source

., Sk } to a sequence output

sequence and the target sequence, respectively.

Seq2seq models are basically composed of an en-
coder and a decoder [11, 2]. The encoder does a high-
dimensional vector conversion of the input sequence, and
the decoder maps the high-dimensional vectors into the
output dictionary from the encoder’s output. This pro-
cess has applications in tasks such as machine summariza-
tion [10], question-answering systems [15], and machine
translation [11]. Therefore, we also tried to use the seq2seq

model to conduct preordering and translation.

3.2 Seq2seq Models for Preordering

3.2.1 Preordering Process

The preordering process transforms the orders of the to-
kens in a source sequence to those of the tokens in its target
sequence before translation is performed. An example of

transferring a Japanese sentence is shown in Figure 1.

¥ Original source sequence =-- (i b“

1 Pre-order

s Preordered source sequence -

1 Translate

% Target language sequence ==+
Figure 1 Transform the word order of the source Japanese
language to the target English language before translation.
For the preordering procedure, we use mT5 [14] and
mBART [6], which now are kinds of state-of-the-art
seq2seq models. Both of them have similar self-attention-
based encoder-decoder structures, with a slight difference
in the task of pretraining. The output of mT5 and mBART
are mapped to the entire dictionary rather than the input

dictionary.

3.2.2 Reordered Training Data

We followed our previous work [16] for conducting the
training data for preordering as in Figure 1.

For the model input, we use the original source sequence.
On the output side, we simply ignored those NULL-aligned
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tokens, because they were not aligned with any tokens
on the target side. Specifically, according to the word
alignment, the Japanese sentence ” A (I) & > (black)
i (cat) 3 4F X (like) ” can be easily preordered into the
English order of ” FA (I) 4F & (like) 2\ (black) J# (cat)”
with the alignments of (FA-I), (B2 \-black), (Jfi-cat) and
(WF % -like) based on the word alignment. Therefore, we
ignore ” 1X” and ” 23" in the preordered sequence, because
they were not aligned to any tokens. Thus, after removing
” 1% and ” A3 in the output side of preordered sequence,
the training pair is ” A (I) 1& B\ (black) J (cat) 25 &F
% (like)” and ” A (I) 4F = (like) 22\ (black) i (cat)
. We use such training pairs to train order transformation

seq2seq neural networks.

3.3 Seq2seq Model for Translation

For the translation process, we use mBART as the base
translation model. To compare different input results, we
tried multiple input patterns, which are original input, pre-
ordered input, tagged input, concatenated input, and mixed
input. Original input uses the original source language se-
quence as input, and outputs the target language sequence.

We see this pattern as the seq2seq translation baseline.

¢ Original input: Original source sequence = Target

language sequence

Preordered input uses the preordered source language se-

quence as input, and outputs the target language sequence.

* Preordered input: Preordered source sequence =

Target language sequence

Tagged input uses both original and preordered source lan-
guage sequences as input but carries the sequence type tag
at the head of the sequence (for example, using [ord] and
[pre] to represent the original sequence and preordered se-
quence). Note that the size of the training set is two of the
baseline, because of using original input and preordered
input separately.

* Tagged input: [ord] Original source sequence =
Target language sequence
[pre] Preordered source sequence = Target language

sequence

Concatenated input merges the original and preordered
source language sequence into one sequence but split by a
learnable symbol.
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* Concatenated input: Original source sequence
[SEP] Preordered source sequence = Target language

sequence

Mixed input is a combination of the three types of input
above, with the addition of a learning process for preorder-
ing. To enable the model to distinguish the expected output
from the different inputs, we put a type tag before each input

similar to Tagged input.

* Mixed input: [ord2pre] Original source sequence =
Preordered source sequence
[ord2tgt] Original source sequence = Target language
sequence
[pre2tgt] Preordered source sequence = Target lan-
guage sequence
[concat2tgt] Original source sequence [SEP] Pre-

ordered source sequence = Target language sequence

4 Experiments

41 Dataset

We use ALT V) J apanese-English and in-house Chinese-
Japanese parallel data as our base dataset in our seq2seq
experimentSZ). For word alignment, we choose to use the
word alignment data based on human annotations. The
data is split into the training, validation, and test parts.
Each of them in ALT data includes parallel sequence pairs
of 18K, 1K, and 1K. The in-house data includes parallel
sequence pairs of 2K, 0.5K, and 0.5K.

4.2 Preordering Setting

Training data for seq2seq preordering is made by manual
word alignment as described in section 3.2. We compare
preordering results using RIBES [3] between mT5-small,
mT5-base, mT5-large and mBART-large® . Every model is
ensured to be trained for 40,000 steps, with a training batch
size of 16, and a learning rate of 3e-5. Furthermore, due to
the mTS5-large obtained the best preordering result with the
condition of a batch size of 16, we trained another mT5-

1) https://www2.nict.go.jp/astrec-att/member/mutiyama/
ALT/

2) In ALT, for language pairs other than Ja-En, there is no supervised
word alignment data available.

3) All pretrained seq2seq models are downloaded from the public
Huggingface library.
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large with a batch size of 329, We generate the preordered
sequence using the model of the maximum BLEU score
which is evaluated on the validation parts.

Table 1 RIBES result of seq2seq model trained by manual

word alignments of transferring Japanese order into English
order and opposite.

Model Training Batch Size Ja=En En=Ja
mT5-small 16 0.876  0.872
mT5-base 16 0.895 0.889
mT5-large 16 0.901  0.905
mT5-large 32 0.904  0.909
mBART-large 16 0.883  0.894

4.3 Translation Setting

We trained mBART models for translation using
Fairseq 5), while for each input pattern, every model is
trained for 40,000 steps, with a max input length of 1024
and a learning rate of 3e-5 (the same number of update
steps and learning rate with the preordering process). For
the generation process, we use the model with minimum
label-smoothed cross-entropy loss on the validation set to
generate the target translation. For preordering inputs, we
use sequences generated by mT5-large, which is trained
with a batch size of 32.

Table 2 BLEU score of different models when applying the
preorder input pattern for translating Ja-En pairs.

. Training
Preordering Model . JamEn En=Ja
Batch Size
Oracle - 34.82 34.27
mT5-small 16 21.44 26.06
mT5-base 16 24.38 27.68
mT5-large 16 24.83 28.48
mT5-large 32 25.22 28.34
mBART-large 16 23.28 27.28
5 Result

5.1 Preordering Performance

Table 1 shows the RIBES result between different
seq2seq models. As we can see, the RIBES score of

mT5-large models have broken through 0.9, regardless of

4)  We also tried training mT5-large with a batch size of 64, but for
preordering process, the result is lower than training with a batch size
of 32.

5) https://github.com/facebookresearch/fairseq
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Table 3 BLEU scores between the different Model input types and input order. Oracle rearranges the test set according to the manual
word alignment data, which is the most perfect data. Rows with Tagged as model input represent the mixed input pattern result, while
the results in parentheses represent the BLEU score of tagging only on the original order and preordered sequence. ' represents the
significant difference (p < 0.05) with baseline using mT5-large.

Model Input Input Preorder Model Ja-En En-Ja Ja-Zh Zh-Ja
Original Order
) - 25.74 29.32 14.11 17.93
(Baseline)
Oracle 34.82 34.27 17.19 22.73
Normal Preordered .
mT5-large 25.22 28.34 14.25 18.46'
) Oracle 35.53 35.74 17.77 22.87
Concatenation .
mT5-large 25.62 29.61 14.717 19.22'
Original Order - 25.78(25.81) 28.94(29.21) 13.96(14.16) 18.807(17.95)
Oracle 33.67(33.64) 33.48(33.61) 15.86(16.13) 20.81(20.86)
Preordered
Tagged mT5-large 25.13(25.51) 28.18(28.45) 13.68(13.98) 18.33(17.83)
) Oracle 35.01 35.07 16.14 22.03
Concatenation i
mT5-large 25.92 29.66 14.35 19.41

Table 4 RIBES score when transferring the original source
sequence to preordered source sequence using mT5-large.
Ja=En En=Ja Ja=Z7h Zh=Ja

RIBES 0.904 0909 0.927 0919
Unigram Precision 0.91 0.92 0.89 0.83
Normalized Kendall’s Tau  0.93 094 096  0.97
Brevity Penalty 096 095 093 095

whether the model is trained with a batch size of 16 or
32. Table 4 contains the RIBES score of transferring the
original source sequence to preordered source sequence us-
ing mT5-large. Meanwhile, thanks to the pretraining task,
the preordering result fully demonstrates the feasibility of

using the seq2seq model in the preordering task.
5.2 Translation Performance

As shown in Table 3, the concatenated inputs acquire the
highest BLEU score [8] compared to other input patterns.
For comparison experiments, we conducted experiments
using oracle. Oracle means that the test set is also pre-
ordered using manual word alignment data instead of being
generated by the seq2seq model. Based on the results, ora-
cle outperformed the baseline by a wide margin. Although
this result is impractical, it still shows the possibility of
applying our method to the seq2seq model. Table 2 shows
the BLEU score of different models when applying the
preorder input pattern for translating Ja-En pairs. It is ap-
parent that the final translation result corresponds with the
performance of preordering. The higher the quality of the

preordering, the better the final translation will gain.
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In addition, in the results of preordering using mT5-
large, the translation quality of the concatenated input is
better than that of the other inputs and baseline. By com-
bining the original and preorder inputs into one sequence,
the models could learn more about their relative positions.

For Chinese and Japanese data, the proposed approach is
better than the baseline, which we believe is due to the size
of the dataset. For the pretrained seq2seq model, the 18,000
training data of ALT is sufficient for fine-tuning with the
original source input. However, under the condition of
2,000 parallel data, the model could learn more translation

rules through the preordered input.

6 Conclusion

In this paper, we proposed to utilize seq2seq multilin-
gual pretrained models for the process of preordering and
translation. We used mT5-large to generate preordering se-
quences and mBART to translate. In our experiments, we
estimated our approach on ALT Ja-En pairs and in-house
Zh-Ja pairs. For the results, Our method is effective in
the experiments using Chinese and Japanese parallel data
and is mostly equal to the baseline in Japanese and En-
glish pairs. In our future work, we will try the method of
data expansion on the pretraining model, and we will also
transplant our method to mT35s to evaluate the translation

accuracy.
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A Appendix

Table 5 shows our actual transformation results. In the first result, although most of the preordered tokens are arranged

in relatively correct places, those have meaningful tokens such as “s M H 7%~ and “{FHi45" are not placed correctly.

However, in the second result, the generated preordered sequence is exactly the same as the reference preordered sequence.

Table 5 Results for preordering generated by mT5-large.

Japanese original sequence

B B O WIC Y TR ANVKRLY DEFEE D PFLARZEAR ZE THHA LN T WS,

English target sequence

He is also accused of stealing a tram on Friday night , from South Melbourne depot .

Reference preordered sequence

WTW2 THHFEZLOLNTHBAL L FIARXERIEHE LS VR ALRILY (EHE,

Generated preordered sequence

BonTWSE THHRAIZEBAL P2 00EHG DI Y XVLELYICEEA K,

Japanese original sequence

HEDYay - a—F4Y Kk, MR IC2@700075 FL 2 it 52 B2 E2 HBRL 2,

English target sequence

Governor Jon Corzine announced a bill that would provide $ 270 million to stem cell research .

Reference preordered sequence

HEYay a—¥4 v RBE L L EZREE T2 ML 27000 /71 8 M s,

Generated preordered sequence

HEYay a—HP4 v RBER L L EZRE T2 ML 27000 /71 8 Mo,
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