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Abstract 
This research explores the applicability of cross-lingual 
transfer learning from English to Japanese and 
Indonesian using the XLM-R pre-trained model. The 
results are compared with several previous works, either 
by models using a similar zero-shot approach or a fully-
supervised approach, to provide an overview of the zero-
shot transfer learning approach's capability using XLM-
R in comparison with existing models. Our models 
achieve the best result in one Japanese dataset and 
comparable results in other datasets in Japanese and 
Indonesian languages without being trained using the 
target language. Furthermore, the results suggest that it 
is possible to train a multi-lingual model, instead of one 
model for each language, and achieve promising results. 

1 Introduction 
In recent years, the pace of newly proposed methods 

and tools for natural language processing (NLP) using 
deep learning approaches are increasing rapidly. After 
BERT [1], a massive pre-trained language model based on 
Transformers [2], was released, it only took a couple of 
years for the deep learning and NLP community to 
propose improvements and other methods that are shown 
to be better than the last, pushing various boundaries in 
the NLP field. While high-resource languages have 
achieved great successes in various tasks, other languages 
with limited data and computational resources are still left 
behind.  

Cross-lingual transfer learning, where a high-resource 
language is used to train a downstream task model to 
improve the model's performance in another target 
language, shows a promising potential to tackle this 

setback. Many works of research have experimented and 
shown the potential benefit of using cross-lingual transfer 
in several NLP tasks, such as machine translation [3] [4], 
and named entity recognition [5] [6]. Recently, cross-
lingual transfer learning has become an essential tool for 
improving performance in various downstream NLP tasks. 
This is also thanks to the recent advancements of 
massively multi-lingual Transformers pre-trained models, 
including mBERT [1], XLM [7], and the most recent one 
being XLM-RoBERTa (XLM-R) [8].  

Even though the multi-lingual field has grown a lot, 
there are still some challenges. For example, previous 
works have reported that the quality of unsupervised 
cross-lingual word embedding is susceptible to the choice 
of language pairs and the comparability of the 
monolingual data [9], thus limiting the performance when 
the source and target language have different linguistic 
structures (e.g., English and Japanese) [10]. XLM-R is 
trained using 100 languages globally and achieved SOTA 
results in various multi-lingual NLP tasks such as the 
XNLI, Named Entity Recognition, Cross-lingual question 
answering, and the GLUE benchmark [8]. However, it 
reports only the performance evaluation for some of the 
languages used during pretraining such as English, French, 
Swahili, and Urdu. 

This research explores the XLM-R base pre-trained 
model's capability for cross-lingual transfer learning 
encompassing English, Japanese, and Indonesian 
languages. We compare the performance with models 
from previous works, evaluate zero-shot transfer learning 
capability, and fine-tune mono- and multi-lingual models 
in a supervised manner for comparison purposes. This 
paper shows that both fine-tuning and zero-shot transfer 
learning from English to Japanese and Indonesian for a 
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downstream task; in this case, binary sentiment 
classification, using XLM-R yields promising results. All 
experiments are conducted using Google Colaboratory. 
We also report the full specifications and hyperparameters 
used in our experiments for reproducibility and provide an 
overview of the applicability of using XLM-R for zero-
shot transfer learning within a limited amount of data and 
computational resources. 

2 Related Works 
As a massively multi-lingual Transformers (MMT) 

model, XLM-R [8] is a robustly trained RoBERTa, 
exposed to a much larger multi-lingual corpus than 
mBERT. It is trained on the CommonCrawl-100 data of 
100 languages. There are 88 languages in the intersection 
of XLM-R’s and mBERT’s corpora; for some languages 
(e.g., Kiswahili), XLM-R’s monolingual data are several 
orders of magnitude larger than with mBERT. There are 
many methods for performing cross-lingual transfer based 
on MMTs, some of which are fine-tuning [11] and zero-
shot transfer learning [12] [6]. The common thread is that 
data in a high-resource source language can be used to 
improve performance on a low-resource target language.  

Even though XLM-R is pre-trained using 100 
languages, investigations regarding the applicability of 
XLM-R for downstream tasks in some languages with less 
resource than English, such as Japanese and Indonesian, 
with thorough experiments and reproducible results are 
still limited. Several works have tried to implement cross-
lingual transfer learning using several Japanese and 
Indonesian text classification models. 

For Japanese, previous works have shown the 
capability of XLM-R for Japanese for dependency parsing 
[13] and named entity recognition [14], but no thorough 
comparison for cross-lingual transfer learning (fine-tuned 
and zero-shot) for sentiment classification are provided. 
In the Multi-lingual Amazon Review Corpus [15] in 
which Japanese is one of the languages of the corpus, the 
authors provided baseline sentiment classification 
performance using mBERT, but performance using XLM-
R has not been reported. For Indonesian, previous works 
have shown the capability of using BERT and XLM-R for 
various tasks including sentiment classification [16] [17], 
however, the results are mainly focused on building 
powerful monolingual models for Indonesian. 

Furthermore, unlike English, Japanese texts contain no 
whitespace and there are various ways to split sentences 
into words, with each split could end in a different 
meaning and nuance. In order to tackle this problem, a 
recent work proposed a language-independent subword 
tokenizer and detokenizer designed for neural-based text 
processing, named SentencePiece [18]. Its performance is 
shown to be effective for various tasks involving language 
pairs with different character sets, such as English-
Japanese neural machine translation [18] and sentiment 
analysis in Japanese [19]. It is also utilized by state-of-
the-art cross-lingual models such as XLM-R, which is the 
focus of our current research. 

3 Experimental Setup 

3.1 Dataset 
We gathered binary sentiment datasets from several 

sources and put shorthand nicknames on each dataset to 
be addressed in the following sections. 
1. AmazonEN: English Amazon product review 

sentiment dataset from The Multi-lingual Amazon 
Reviews Corpus [15]. We use 160,000 data for fine-
tuning. 4,000 data for evaluation. 

2. AmazonJA: Japanese Amazon product review 
sentiment dataset from The Multi-lingual Amazon 
Reviews Corpus [15]We use 160,000 data for fine-
tuning. 4,000 data for evaluation. 

3. RakutenJA: Japanese Rakuten product review 
binary sentiment dataset from [20]. We use 400,000 
data for evaluation. 

4. IndolemID: Indonesian Twitter and hotel review 
sentiment dataset from IndoLEM dataset [17]. We 
use 5,048 data for evaluation. 

5. SmsaID: Indonesian multi-platform review 
sentiment dataset from SmSA dataset [21]. We use 
1,129 data for evaluation. 

For each dataset, we use the review body/text as the 
input and the sentiment (0 for negative and 1 for positive) 
as the classification label. 

3.2 Experimental Setup 
In this experiment, we use the free version of Google 

Colab with GPU for all our experiments. Due to the 
dynamic GPU allocation by Google Colab, two GPU 
types are used in our experiment: Tesla T4 and Tesla 
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P100-PCIE-16GB. Review sentiments gathered from 
AmazonEN and AmazonJA are rated as a 5-star rating. 
Following the original paper's practice (Keung et al., 
2020), we converted the 1- and 2-stars rating as negative 
the 4- and 5-stars rating as positive reviews, we omit the 
3-stars rating. Indonesian review data gathered from 
SmsaID initially contains three classes, which are positive, 
negative, and neutral; similarly, we omit the neutral class 
in this paper. 

Furthermore, to provide an equal comparison of our 
models' performance, we use similar metrics used in the 
sources of each dataset. Specifically, we use the error 
percentage for AmazonEN, AmazonJA, RakutenJA, and 
the macro-averaged F1-score for SmsaID and IndolemID. 
Additionally, we report the hyper-parameters and the time 
needed for fine-tuning the models to provide a general 
overview of the applicability and resource needed by the 
readers to reproduce the results of our experiments. We 
divide the experiments into two scenarios: 

1. Fine-tuned supervised learning 
Fine-tune the XLM-RoBERTaBASE pre-trained 
model using AmazonEN, AmazonJA, and the 
combination of English and Japanese Amazon 
reviews (AmazonENJA), then evaluate the models 
in monolingual and multi-lingual settings. 

2. Zero-shot transfer learning 
Use the fine-tuned model using AmazonEN to 
evaluate zero-shot cross-lingual transfer learning 
capability in AmazonJA, RakutenJA, SmsaID, and 
IndolemID datasets. 

4 Results and Analysis 

4.1 Fine-tuned Supervised Learning 

We fine-tuned the xlm-roberta-base pre-trained model 
from the HuggingFace transformers library, three times, 
using AmazonEN, AmazonJA, and AmazonENJA. For 
AmazonEN and AmazonJA, our final models are fine-
tuned using the linear scheduler with warmup, 4 epochs, 
batch size=32, optimizer=AdamW, and learning rate=2e-
5. For AmazonENJA, the final model uses the same above 
parameters but only with 2 epochs. Table 1 shows the 
GPU and averaged elapsed time for each epoch in the 
fine-tuning process. 

Table 1. Fine-tuning specifications and elapsed time 

Fine-tuning 
Source Data 

GPU Ep-
och 
(s) 

Average 
elapsed time 
per epoch 

AmazonEN Tesla T4 4 33 minutes 5 
seconds 

AmazonJA Tesla P100-
PCIE-16GB 

4 17 minutes 31 
seconds 

AmazonENJA Tesla P100-
PCIE-16GB 

2 35 minutes 57 
seconds 

After fine-tuning three models in the previous step, we 
evaluate each of the fine-tuned models for supervised 
learning performance on the exact language from which 
the model is fine-tuned. We calculate the error percentage 
for the model prediction on test data and compare the 
results with a baseline model trained using mBERT [15], 
as displayed in Table 2. It can be seen that XLM-R 
outperforms mBERT in all three supervised models for 
binary sentiment classification in English and Japanese. 
There is no comparison from the baseline model for the 
multi-lingual model fine-tuned using AmazonEN and 
AmazonJA. However, it can be seen that it is possible to 
have a single bi-lingual model for both languages, 
eliminating the need to set up multiple models for every 
language. 
Table 2. Error percentage of the fully-supervised evaluation on 

the Multi-lingual Amazon Review Corpus. Results using 
mBERT are obtained from [15]. 

Model EN-only JA-only EN&JA 
mBERT 8.8 11.1 - 
XLM-RBASE 7.35 7.25 7.19 

4.2 Zero-shot Transfer Learning 

In this scenario, we use the fine-tuned models from the 
previous scenario to evaluate the applicability of zero-
shot cross-lingual transfer learning from one language to 
the others. Table 3 shows the results (error percentage, 
lower is better) of the experiments conducted in this 
scenario using the multi-lingual Amazon and Japanese 
Rakuten data. Additionally, Table 4 reports the results (F-
1 score, higher is better) using the multi-platform 
Indonesian sentiment datasets. 

Table 3. Error percentage of zero-shot cross-lingual transfer 
learning using XLM-RBASE in comparison to a zero-shot 
mBERT from English data [15] and Japanese data [19] 

Model AmazonJA RakutenJA  
Zero-shot mBERT 19.04 - 
Fully-supervised 
ULMFiT - 4.45 

XLM-RBASE w/ 
AmazonEN 11.12 13.09 
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XLM-RBASE w/ 
AmazonENJA 7.05 8.51 

On the Japanese product review from the Amazon 
dataset, in Table 3, our model achieves a better error 
percentage of 11.12. It is almost 8 points better than the 
original baseline model [15], which is also evaluated 
using zero-shot cross-lingual transfer learning from 
English to Japanese, using mBERT. On another Japanese 
dataset with more evaluation data (400,000 reviews), the 
Rakuten dataset, our model achieves a 13.09 error 
percentage with zero-shot from English. Furthermore, it 
achieves a much better score of 8.51 error percentage if 
we add a substantial 160,000 review data from AmazonJA 
when fine-tuning the model. Although they are from 
different platforms, product review data shares similar 
patterns. This result is still far from the SOTA result of the 
4.45 error percentage achieved by previous work [19], in 
which the model is trained in a fully-supervised 
monolingual setting using BERT. 

For the Indonesian sentiment datasets, as also described 
in Table 4, we use two datasets with comparable results 
from different sources for evaluation purposes. Macro-
averaged F1 score is used to evaluate the Indonesian 
datasets to follow previous works for comparison 
purposes. We experimented with zero-shot cross-lingual 
transfer learning using two models for classifying the 
Indonesian datasets; one is trained only with 160,000 
English Amazon reviews, and another one containing 
English and Japanese Amazon reviews. In both 
Indonesian datasets, we can see a pattern of more data 
leads to better performance. Similar to prior research 
results [8], the model trained with multilingual data, in our 
case, Japanese and English review data, performs better. 
The XLM-RBASE w/ AmazonENJA model achieves a 
73.31 F1-score on the IndolemID dataset, outperforming 
a previous model [17], trained with mBERT in a fully-
supervised monolingual setting. Moreover, the same 
model achieves a better F1-score of 88 on the SmsaID 
dataset, outperforming another mBERT model [16] 
trained in a fully-supervised monolingual setting. For both 
datasets, our model performance is still worse when 
compared to the SOTA model's result, as shown in Table 
3 and Table 4. 

Table 4. Macro-averaged F1-score of zero-shot cross-lingual 
transfer learning using XLM-RBASE for Indonesian (IndoLEM 

[17], and SmSA [16]). 
Model IndolemID SmsaID 
Fully-supervised 
BERT 84.13 92.72 

Fully-supervised 
mBERT 76.58 84.14 

XLM-RBASE w/ 
AmazonEN 72.19 86.77 

XLM-RBASE w/ 
AmazonENJA 73.31 87.99 

Based on the results above, it is essential to note that 
the models used to compare RakutenJA, IndolemID, and 
SmsaID are trained in a fully-supervised approach using 
the same language with the target language. In contrast, 
our model, which is trained using AmazonEN, has never 
seen Japanese product reviews, and our models trained 
with AmazonEN and AmazonENJA have never seen 
Indonesian review texts. Furthermore, it is also essential 
to know that the models compared in the previous tables 
are trained mainly by much bigger architectures with 
more epochs, which means training them will need much 
more computational resources and time. Our current 
experiments show the applicability of zero-shot cross-
lingual transfer learning with less computational costs, 
which yields promising results. 

5 Conclusion and Future Work 
This paper reports the results of experiments focusing 

on evaluating the applicability of cross-lingual transfer 
learning using the XLM-R pre-trained model. We then 
compare the results with previous works to provide an 
overview of the zero-shot approach's capability using 
XLM-R to use a multi-lingual model for bilingual data 
instead of one model for one language. Based on the 
results, zero-shot cross-lingual transfer learning yields 
promising results using XLM-R. All experiments are 
performed using the free version of Google Colab. The 
models achieve the best result in one dataset and shows 
the applicability of cross-lingual transfer learning, 
considering that the models have not seen languages in the 
target dataset, it can outperform SOTA results in other 
datasets trained in a fully-supervised approach. Future 
research steps include experimenting with more 
hyperparameters, evaluating other potential methods such 
as few-shot transfer learning, which has been proven to be 
useful to improve performance by adding just a few 
annotated data [13] and meta-learning [22]. 
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