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1 Introduction
Recently, many advanced language models have been

trained and proven to improve many natural language pro-
cessing (NLP) tasks, such as text generation, summa-
rization, machine translation, question answering and etc.
General pre-trained language models such as BERT [1] and
GPT-2 [2] have been used in many NLP tasks, and achieve
excellent performance. This paper focuses on text infilling
on academic writing, where pre-trained language models
are used to fill in some blanks, especially verbs, in the text.

We use BERT, a masked language model inspired by the
Cloze task, and investigate how well can it fill in the blanks
in the text in academic writing. Experiments are carried out
on some English abstracts taken from the journal papers
from NLP field. We compare two journals, where one
of them is an international journal and mostly written by
native English speakers and the other one is a local journal
mostly written by non-native English speakers. In the
experiments, some verbs in the texts are masked out, and
predicted by the pre-trained language models. We count
how many words can be predicted same as the original
words, and see if the language model can derive better
words than the original ones. We also compare the fluency
of texts before and after the replacement of the predicted
words.

2 Text Infilling

The original masked language model (MLM) BERT is
designed to predict randomly masked tokens like in a Cloze
task, and whether the next sentence is a succeeding sen-
tence [1]. BERT is based on the multilayer bidirectional
Transformer [3], which enables representation of left and
right contexts for predicting the masked token. BERT is
trained by masking 15% of the words. It is trained on
general domain corpora, i.e. Book Corpus and English
Wikipedia texts, with 3.3B tokens.

While BERT can only predict single masked token, fur-
ther research has expanded the model to predict multiple
masked tokens, such as in [4]. However, in this research,
the length of spans must be decided in advance. Later
on, variable-length spans are proposed [5, 6, 7]. This re-
search is referred to as text infilling by language modeling.
These models are able to fill in the blanks with multiple
words, and have no limitation of the length of span. [5]
propose to infill different granularities of text: words, n-
grams, sentences, paragraphs, and documents. However,
these text infilling methods can generate fluent text, but has
no control on the meaning of generated text.

In this paper, we want to know if the filling of verbs in
the academic articles would be possible using the MLMs
and investigate how well can they predict compared to the
original texts. Furthermore, we also compare the results
with a word embedding model, Word2vec [8], trained on
domain specific scientific articles.

3 Experiments

3.1 Pre-trained Models

We compare four language models in our experiments:
Word2vec, BERT, DistilBERT and SciBERT.

Word2vec [8] is a word embedding model which is able
to compare the word vectors in order to calculate their sim-
ilarity using cosine measure. It has been proven that using
a Word2vec embedding model trained on specific domain,
one can find the most similar words which can be used
to replace the words in academic writing. A Word2vec1）

model trained on the ACL Anthology Reference Corpus2）

(ACL-ARC) can propose semantically similar candidates
using cosine similarity [9]. There are 66,453 word vectors
in this model. However, this model can only compare the

1） The Word2vec embedding model is trained using the gensim im-
plementation. https://radimrehurek.com/gensim/

2） https://acl-arc.comp.nus.edu.sg/
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word vectors without any context information. Therefore,
sometimes the similar word may be the one with opposite
meaning.

Beside the original BERT, we also compare two MLMs
which are based on BERT. DistilBERT is a distilled version
of BERT, which is smaller, faster and lighter [10] while re-
taining 97% of its performance in language understanding.
SciBERT is also based on BERT but is trained on scien-
tific texts from Semantic Scholar, with 3.17B tokens [11].
Both BERT and SciBERT has an overlapping of 42% of
vocabularies, which shows that general domain and scien-
tific domain have substantial difference on use of frequent
words.

Below shows precisely the models we used for compar-
ison.

• BERT
bert-base-uncased

• DistilBERT
distilbert-base-uncased

• SciBERT
allenai/scibert_scivocab_uncased

We employ the implementation of Hugging Face [12]
for using these language models.

3.2 Datasets

We collected 631 English abstracts from the Journal of
Natural Language Processing (JNLP) published by The
Association for Natural Language Processing (ANLP),
Japan3）. These articles are mostly written by non-native
speakers of English4）. These abstracts contributes to 4,564
sentences, and 108,322 tokens. We mask out all the
verbs5）, and try to fill in these verbs with the MLMs. There
are 11,224 masked words, which covers 10.36% of the to-
kens. For comparison, we collected 662 abstract from the
Computational Linguistics Journal (CLJ) published by The
Association for Computational Linguistics (ACL), USA6）.
On the contrary, these articles are mostly written by native
English speakers. There are 4,409 sentences, and 116,644
tokens, with 11,995 masked verbs, which is 10.28% of the
tokens. Table 1 shows the summary of the datasets.

3） https://www.anlp.jp/guide/index.html

4） The authors may have asked for proofreading service to correct
their English.

5） Except auxiliary verbs.
6） https://www.mitpressjournals.org/loi/coli

Table 1 Statistics on the datasets for JNLP and CLJ.
JNLP CLJ

# of abstracts 631 662
# of sentences 4,564 4,409
# of tokens 108,322 116,644
# of masked words 11,224 11,995
Masked rate 10.36% 10.28%

3.3 Results

This section explains the prediction results. First, we
count how many words suggested by the MLM matched
with the original words. The word may be found in the
first position, top 5 suggestions or top 10 suggestions. Ta-
ble 2 shows the accuracy rates. Apparently, SciBERT’s
suggestions are far better than the other two models. This
proves that domain specific MLM is useful in suggesting
correct vocabularies for that domain. When restricted to
top 10 suggestions, SciBERT achieves an accuracy of about
three-quarter of the verbs.

Table 2 Accuracy from each model for JNLP and CLJ.
First Top5 Top10
JNLP

DistilBERT 22.95% 43.53% 52.88%
BERT 22.92% 45.43% 55.36%
SciBERT 37.79% 65.40% 74.96%

CLJ
DistilBERT 22.19% 43.94% 53.55%
BERT 24.08% 46.25% 56.02%
SciBERT 39.27% 67.43% 76.11%

Second, we evaluate the performance of the models us-
ing perplexity (PPL). Lower value of perplexity reflects
better fluency of texts. The perplexity (PPL) is calculated
based on the GPT-2 language model [2]7）. This model has
been successful to improve many NLP tasks with zero-shot
task transfer. We believe that this model can provide fair
results for evaluating texts in any domain. Table 3 shows
the perplexity obtained. The Word2vec model fills in the
masked words with the most similar words using cosine
similarity. In other words, none of the words are the same
as the original words. Therefore, the perplexity is higher,
implying lower fluency, as Word2vec does not take con-
texts into account. Many word proposals by Word2vec
do not conform to neither functional nor morphological

7） https://huggingface.co/transformers/perplexity.html
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similarity. Although JNLP’s articles are mostly written by
non-native English speakers, the fluency is slightly better
than CLJ based on perplexity. However, since we do not
assess on the proficiency level, it is hard to say that JNLP
is higher level than CLJ. For MLMs, only the first sug-
gestion is used for evaluation. From Table 2, we noticed
that only 22%–39% of the first suggestions are the same
as the original words. However, these do not deteriorate
much on the perplexity, or rather better than the original
text, especially for SciBERT. This implies that in-domain
MLM could offer good suggestions for filing the verbs in
academic text.

Table 3 Perplexity for original tokenized text and output from
each model.

JNLP CLJ
Tokenized 32.68 34.15
Word2vec 45.13 47.96
DistilBERT 33.15 35.46
BERT 31.65 33.87
SciBERT 30.13 32.04

4 Discussion

Table 4 shows some examples of the prediction outputs.
The words in bold face with square brackets are masked
words used for prediction. The outputs of each model are
in the order as below.

[Masked]
Word2vec
DistilBERT
BERT
SciBERT


Some of the words although are not the same as the orig-

inal words, they make sense to be replaced. For example,
it is certainly reasonable to use “demonstrate” to replace
“show” in sentence S1, and “combining” to replace “in-
tegrating” in the sentence S3. Since Word2vec does not
take contexts into account, it may introduce some gram-
matically or functionality erroneous words. For example,
in S2, “correlates” is replaced by “correlate”, and in S4,
“managing” has become “multimedia”. On the other hand,
the problem with MLM is that although they can predict
suitable words based on the contexts, which make the sen-
tence become fluent, sometimes they do not convey the
same meaning as the original word. For example, it is fine

to replace “understand” with “comprehend” or “investi-
gate” in sentence S4, but certainly “determine” is running
out from the meaning of the sentence. However, in general,
both Word2vec and MLM are useful in this cloze test.

This experiment results are promising to motivate us in
the design of a writing system: we can either use Word2vec
to only look for similar words, or masked language model
to fill in the blanks. For example, in the input sentence
below,

We [*] how to integrate this [method] into a standard
phrase-based SMT pipeline .

where [*] is used to look for suitable words, and [method]
is used to look for alternative words that has the similar
meaning as “method”.

5 Conclusion
The purpose of this research was to investigate the use

of masked language models in aiding academic writing.
By providing the MLMs the left-right contexts of a sen-
tence, they are able to predict some useful words to fill
in the blanks. Our experiments were carried out on the
abstracts taken from the NLP journal articles written by
both native and non-native English speakers. The results
were promising and encouraging us to design a writing
system that includes both word embedding and language
model features. Using models trained on specific domain,
such as SciBERT and Word2vec trained on ACL-ARC, we
can control the selections of vocabularies used in scientific
articles, and improve the proficiency of academic writing
style.
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Table 4 Some output examples from each model for JNLP and CLJ. Words in bold face with square brackets are masked words used
for predictions. The outputs of each model are in the order of {[Masked], Word2vec, DistilBERT, BERT, SciBERT}.

Examples from Journal of Natural Language Processing

S1 We



[show]
demonstrate
know
know
show


how to



[integrate]
incorporate
integrate
incorporate
integrate


this method into a standard phrase-based SMT pipeline .

S2 However , when we



[generate]
create
write
write
have


a summary , we



[use]
employ
have
have
have


much knowledge and experience in our mind

. Therefore , it is difficult to



[compute]
calculate
determine
understand
determine


the importance which



[correlates]
correlate
varies
comes
is


with human sense .

Examples from Computational Linguistics Journal

S3 The core of our approach is a new model that



[combines]
integrates
combines
combines
combines


phrases and dependency syntax ,



[integrating]
incorporating
demonstrating
with
combining


the advantages of phrase-based and syntax-based translation .

S4 We



[employ]
utilize
utilize
use
use


empirical corpus studies and machine learning experiments to



[understand]
comprehend
determine
understand
investigate


the mech-

anisms that people



[use]
employ
engage
use
engage


in



[managing]
multimedia
solving
managing
handling


these complex interactions .
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