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1 Introduction

In argumentative discourse such as debates and
essays, some parts of the reasoning are unstated
by the debater or writer, often for strategic rea-
sons/purpose. Such implicit reasoning, hereby re-
ferred to as a warrant, is often inferred by listeners
in distinct ways [10]. For example, consider the fol-
lowing argument consisting of a claim (i.e., declara-
tive statement) and a premise (i.e., supporting state-
ment):

(1) Claim: Voting should be made compulsory
Premise: because it increases voter turnout.

In Example 1, a potential set of warrants bridg-
ing the reasoning between the claim and the premise
could then be considered as follows:

(2) Warrant 1:High voter turnout is good for a fair
representation of society.
Warrant 2:Minorities who vote often have their
needs prioritized over the majority.

In the educational domain, practicing identifica-
tion of such warrants has long been shown to improve
one’s argument comprehension skills [9, 4], thus aid-
ing one to make better arguments [12]. For example
Hillocks [8] helped students practice argumentation
by making them write the appropriate warrant for a
given argument which was later corrected if a better
warrant existed. This helped students improve their
critical thinking and writing skills.

Although identification and correction of warrants
is an interesting challenge, especially when deployed
in classrooms, despite the evidence, previous works
with the aim to automate such identification of war-
rants have focused on methods which capture these
implicit components from only a single perspective.
Specifically, these methods usually focus on finding
a single warrant for an argument when other pos-
sibilities exist. Habernal et al. [7] crowdsourced a

pair of both correct and incorrect warrants per ar-
gument so that neural models would be able to dis-
tinguish between a good and bad warrant. Becker et
al. [2] proposed an iterative process of warrant gen-
eration by experts aimed to create a single warrant
unanimously decided by experts. However, previous
work has mentioned that it is unrealistic to restrict
on having one single warrant per argument due to
vast number of ways to interpret the warrant [5, 10].
Hence, while the previous methods may lead to find-
ing a single appropriate warrant, they do so at the
expense of neglecting the other possible warrants.

In this work, we aim to collect multiple warrants
per argument for a variety of topics through a sys-
tematic crowdsourcing process. In total, we collect
warrants for 3 topics, which totals 6,200 warrants
for 620 different arguments consisting of a claim and
premise pair. Using a subset of the collected war-
rants for each topic, we analyze their overall qual-
ity through manual analysis and obtain a reasonable
quality (Krippendorff’s α=0.63). Furthermore, we
conduct a preliminary analysis on the properties of
warrants to better understand their structure.

2 Towards collecting multiple
warrants

For collecting multiple warrants which can be po-
tentially useful in real-world applications such as ar-
gument analysis or warrant correction, we require a
dataset that fulfills the following criteria: i) diverse
set of premises per topic to cater to maximum possi-
ble arguments, and ii) multiple unique warrants per
premise. In addition, the dataset creation process
must be cost effective without compromising data
quality. Ideally, a dataset with multiple topics is de-
sirable; however, collecting warrants across multiple
topics is both difficult and time consuming. Thus,
we define a simple metric to filter a handful of top-
ics (specifically, 3) found in a large, well-known ar-
gumentation dataset of diverse premises in order to
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Figure 1: Scatter plot of premise diversity vs no. of
premises for each topic (represented by points) in
IBMRank30k corpus. Diversity of premises for each
topic increases along the x-axis. For our task, we
choose three least diverse topics for warrant crowd-
sourcing task.

start with a small and relatively easier topics, We
describe our methodology for topic selection and col-
lecting multiple user-generated warrants for a claim
and premise pair in the following section.

2.1 Source data

As a source dataset, we opted for the arguments from
IBM-Rank-30K dataset [6], which contains support-
ing and opposing stance arguments on 71 common
controversial topics.

Several factors motivated our choice for IBM-
Rank-30K : (1) Arguments were collected actively
from crowdworkers with strict quality control mea-
sures as opposed to being extracted from targeted
audiences such as debate portals. (2) The arguments
have already been annotated with point-wise quality.
These factors provide a vast majority of all the pos-
sible arguments that can be made for a given topic
with quality scores.

To select the topics for our warrant crowdsourcing
task, we define a new metric. Specifically, for each
topic(t), we estimate the diversity of premises(dt) as
a function of its vocabulary size:

dt =
(|V (pt)| − |V (p50%t )|)

(|pt| − |p50%t |)
, (1)

where pt is a set of premises associated with t,
p50%t is a 50% random sample of pt, and V (p) is a set
of unique words (i.e. vocabulary size) of p obtained
after tokenization and lemmatization.

The final diversity (dt) for each topic is calcu-
lated after averaging over multiple random resam-
pling runs. As shown in Fig 1, the variety of premises
for topics in IBM-Rank-30k is strongly dependent on

Figure 2: Crowdsourcing interface for collecting war-
rants for a given topic and premise. Workers were
additionally advised to adhere to simple rules when
writing their warrants.

the topic. To create our warrant KB, we choose 3
topics with the least growth rate; namely i) Whaling
should be banned (dt : 1.36), ii) Voting should be
made compulsory (dt : 1.37), and iii) Zoos should be
banned (dt : 1.41).

2.2 Crowdsourcing methodology

For collecting warrants for arguments across the 3
pre-selected topics, we conducted a crowdsourcing
task using Amazon Mechanical Turk 1 (AMT) plat-
form. Prior to deploying our task in full, we con-
ducted a preliminary study for creating our guide-
lines by annotating a subset of warrants crowd-
sourced via multiple trial runs to understand both
good and bad warrants. As shown in Fig 2, we
provide crowdworkers with an argument (i.e., claim
and a premise) and instruct workers to provide a
warrant that fills the implicit reasoning between the
claim and premise in the form of natural sentence.
Additionally, for maintaining high quality annota-

1www.mturk.com
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Figure 3: Examples of warrants captured by our crowdsourcing method. Warrants acquired from different
workers as scored best by experts are shown on the left and the worst scored are shown on the right. Note
that for a few warrant instances, we found very similar warrants after analyzing them into individual clausal
sentence as shown in red.

tions, we filtered crowdworkers via our custom Rea-
soning Qualification Test (RQT). In RQT, workers
were asked 3 simple reasoning questions aimed to
test their ability to identify warrants. Only those
who answered all questions correctly were allowed to
proceed to the final annotation task.

3 Collected warrant statistics

In this section, we describe our current set of war-
rants collected through crowdsourcing. To assess the
quality, we also create guidelines for experts to man-
ually examine the crowdsourced warrants.

In total, we collect 6,200 warrants in total for 620
unique claim and premise pairs (10 warrants per
premise) from 177 unique crowdworkers. The spe-
cific amount of warrants collected per each topic are
as follows; Abolish zoos: 198, Introduce compulsory
voting: 205 and Ban whaling: 217.

3.1 Quality

To examine the quality of the crowdsourced war-
rants, we ask 2 annotators, both experts of argu-
mentation and authors of this paper, to judge the
quality of 200 randomly sampled warrants on a 0-2
scale (0:weak warrant, 2:strong warrant). As shown
in Table 1, the Krippendorff’s α (interval) and Co-
hen’s Kappa between both annotators for 200 ran-
domly sampled set was 0.63 and 0.42 respectively.
These scores correspond to moderate agreement and

Topic: We should α κ A1 A2

Abolish zoos 0.64 0.42 1.60 1.50
Introduce compulsory
voting

0.53 0.39 1.46 1.55

Ban whaling 0.65 0.43 1.49 1.25

Overall 0.63 0.42 1.51 1.43

Table 1: Topic-wise quality statistics for the collected
warrants. α and κ are the Krippendorff’s and Co-
hen’s inter-annotator agreement scores respectively.
A1 and A2 are the average scores given to the war-
rants by our two expert annotators.

are comparable to agreement levels in similar compu-
tational argumentation works [1, 3]. Additionally, as
shown in Fig 3, the collected warrants ranged from
being weak to strong, where some being totally unre-
lated to the argument (scored:0) while majority ex-
plicating the reasoning (scored:2).

3.2 Warrant properties

We perform a manual check on a subset of 2,000 war-
rants from 200 arguments (i.e., 10 warrants per ar-
gument) to determine if the collected warrants are
related to the argument. On an average, we dis-
covered that 6.67/10 (66 .7%) warrants were related
while the rest were either nonsensical or unrelated.
During our analysis, we also found that many war-
rants were compositional statements i.e. comprising
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Claim: We should ban whaling.
Premise: Animals have rights and we as 
custodians of nature have an obligation to 
them to protect them from this cruel and 
needless death

Warrant1: animal rights are violated
when we needlessly kill them.

SUPPRESS

Warrant2: whaling is not necessary to 
our survival and it kills off beautiful 
majestic creatures SUPPRESS

Figure 4: Example of reasoning patterns on top of
collected warrants. Both warrants help infer the
connection between the claim and the premise more
clearly.

of two or more compound statements. We observed
that many of the warrants contained repetitive state-
ments, as shown in Fig 3.

Towards understanding the underlying reasoning,
we conducted a preliminary analysis on warrants
for determining what properties of them differ for a
claim and premise pair. Motivated by a set of reason-
ing patterns [11] used to represent various schemes
in argumentation [13], we analyze roughly 48 war-
rants for 6 claim-premise pairs (8 warrants per pair)
to determine the coverage of warrants which can be
represented with reasoning patterns. We find that
roughly 20/48 (41.67%) warrants can be decomposed
into reasoning patterns. An example of such anno-
tation is shown in Fig 4. In this example, the rea-
soning that whaling suppresses animals and whaling
suppresses rights is implicit, which the warrants help
explicate. Given the coverage of reasoning patterns
in our analysis, we will consider ways to improve our
warrant collection task by utilizing them in our fu-
ture work.

4 Conclusion and future work

In this work, we tackle the difficult task of collecting
warrants in arguments. We developed a methodol-
ogy for collecting multiple warrants for arguments
and utilize crowdsourcing for collecting 6,200 war-
rants for 620 arguments. For testing the integrity of
the warrants, we conduct a small annotation study
on 200 warrants and obtain a reasonable annotator
agreement (0.63 Krippendorff’s α). Finally, we con-
duct a preliminary analysis on the decomposition of
the warrants and find on average 3 warrants collected
per argument to comprise of more than one warrant.

In our future work, we will expand our dataset

for a variety of different topics and devise an ap-
proach for decomposing collected warrants to a sin-
gle clausal form. We will also test the usefulness of
our collected warrant knowledgebase for the task of
warrant explication for unseen arguments in a real-
istic setting, such as deploying our warrant knowl-
edgebase in schools in which students debate and/or
write essays on controversial topics.
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