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Abstract
In this work, we propose to investigate the sentiment
recognition accuracy using unaligned multimodal lan-
guage sequences including error prone textual modality.
For that, we firstly construct an ASR system using a pub-
licly available corpus based on Transformer architecture
that relying on self-attention mechanism. Then, for au-
tomatically creating the textual data for an existing au-
dio dataset, we perform speech-to-text on the audio part
of a multimodal dataset. Finally, we perform sentiment
recognition experiments with multi-modality language
sequences including the textual features that extracted
based on automatically created error prone textual data
instead of utilizing manually created transcripts. We es-
timate that the word error rate (WER) of our ASR system
is 4.87% in the case of SentencePiece based subword
segmentation applied for the textual data in training pro-
cess. We obtain the best accuracy of sentiment recogni-
tion experiments conducted on error prone multimodal
language sequences with 70%.

1 Introduction
Emotion and sentiment recognition is crucial as an appli-
cation of artificial intelligence (AI) in human-computer
interaction (HCI), and it has become an overlapping re-
search between psychology and computer science (CS).
But as we know, it is difficult to understand human lan-
guage by AI, especially through only one behavior (uni-
modality) as human language is complicated due to hu-
man’s dynamic multi-modality nature during face-to-
face communication. In other words, it is always dy-
namic and variable language sequences including verbal
behavior (natural language/textual modality) and non-
verbal behaviors (acoustic modality and visual modal-
ity). On the basis of experience, more exact intentions
should be more easier to capture by considering natural
language and nonverbal cues at the same time (multi-
modality/multimodal).

The crucial process of emotion and sentiment recog-
nition should be helpful by the use of multimodal data

driven recognition engine using state-of-the-art AI tech-
niques. Thus, for both training process and evaluating
how reliable a multimodal engine is, creating large-scale
labelled multimodal datasets in different languages on
all domains is essential and extremely important. Some
research institutions have consumed a lot of time and
effort to construct publicly available dataset, such as
CMU-MOSI [20], CMU-MOSEI [1] and IEMOCAP [3].
We should give many thanks to these works. But we
also have to notice that manually constructing multi-
modal dataset in different modalities is time consum-
ing and cost. It is also difficult to apply one system on
all scenarios in real life. Consequently, as an applica-
tion of emotion or sentiment recognition for addressing
real world problems with real time-series data becomes
a challenge in research and development in artificial in-
telligence field.

From the previous work, we can see that much ef-
fort also has been made to modelling sentiment or
emotion recognition from multiple modalities [15, 17].
In this work, we focus on the “Multimodal Trans-
former (MulT)” model [15] that used for emotion and
sentiment analysis using multimodal datasets. The main
advantage of “MulT” is that it can address “unaligned”
problem for the time-series (sequences) data in differ-
ent modalities, as well as the problem of long-range de-
pendencies across modalities by using crossmodal atten-
tion mechanism (“repeated reinforce one modality’s fea-
tures with the features from the other modalities” [15])
to adapt streams from one modality to another. Actu-
ally, “MulT” is an extended end-to-end model based on
standard Transformer architecture [16]. “MulT” can al-
low us to obtain state-of-the-art results in emotion and
sentiment recognition field for several benchmarks. We
refer the read to [15] and [16] for a more detail ex-
planation of the overall architecture of “MulT” and the
standard Transformer network. In our work, we only
use CMU-MOSI as the multimodal dataset for sentiment
recognition experiments.

In this paper, we construct an ASR system based on a
standard Transformer architecture with a freely available
dataset. We then perform speech-to-text experiments
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relying on the pre-trained ASR systems for a publicly
available multimodal language dataset. Finally, we ex-
tract textual features in word embeddings from those au-
tomated transcriptions combine with acoustic and visual
features to perform sentiment recognition experiments.
We obtain a best recognition accuracy with 70% by uti-
lizing this kind of error prone multimodal language se-
quences in three modalities. We also compare the result
with the accuracy of using only two modalities (acoustic
and visual modalities, without textual modality). Three
modalities, in spite of containing error prone textual fea-
tures, still allow us to obtain much better results.

2 Sentiment Recognition with Er-
ror Prone Multimodal Dataset

2.1 Construction of ASR System

Some researchers have tried to work on speech repre-
sentation learning approach for speech emotion recog-
nition (SER) task through the use of automatic speech
recognition (ASR) system [2, 19]. Different from these
works, in our work, we directly use ASR system to
automatically convert audio to text (transcripts) so as
to obtain a multimodal language dataset that contain-
ing three modalities: language/textual modality, acous-
tic modality and visual modality. In speech recognition
task, recurrent sequence-to-sequence (seq2seq) model
using encoder-decoder network have achieved signif-
icant word error rate (WER) by introducing different
techniques [21]. There also exist several open took-
its that used for speech recognition task, for instance,
Kaldi [13] and ESPnet [18]. In our experiments, we con-
struct a Pytorch implementation of ASR system refer to
ESPnet using a standard Transformer architecture. We
do not apply speed perturbation [8] and CMVN (Cep-
sturm Mean and Variance Normalization) for experi-
mental data preparation and feature extraction, but ap-
ply “SpecAugment” [11] for data argument.

In our experiments, we use Transformer architecture
to train our ASR models. Thus, for position repre-
sentations, we use absolute position encodings in self-
attention mechanism that introduced in [16]. As using
subword information has already become crucial to the
improvement of the tasks in natural language process-
ing (NLP), such as machine translation (MT) or the task
we are doing here, speech recognition. Some previous
work shows that using “subword” is an effective way
for addressing unseen word or rare word issues, allevi-
ating the open vocabulary problems [14], so as to ob-
tain a stronger neural machine translation (NMT) sys-
tem. Thus, we perform subword segmentation to further
segment words into “subword” units for preparing the
textual data used for training ASR systems.

In our experiments, we apply two different subword

Word/sp/BPE based Textual data for ASRsegmentation

Word
one could have eaten a meal off the

ground without overbrimming

the proverbial peck of . . .

SentencePiece (sp)
one could have eaten a meal off the

ground without over b ri m m ing

the proverb ial pe ck of . . .

BPE
one could have eaten a meal off the

ground without over@@ brimming

the proverbial peck of . . .

Table 1: Examples of word/subword based segmenta-
tion for the same text from our experimental dataset.

implementations on the textual data. One is “BPE” sub-
word segmentation which means the segmenter relied
on byte-pair-encoding (BPE) compression algorithm [5].
Another one is “SentencePiece (sp)” subword segmenta-
tion. “SentencePiece (sp)” supports two segmentation
algorithms: “BPE” and “unigram language model” [9],
here, for the case of “SentencePiece (sp)” we use “un-
igram language model”. Table 1 shows the examples
of word/subword segmentation results for the same text
from our experimental dataset.

Textual data (transcripts) are automatically created us-
ing our Transformer based ASR systems as described
above based on “BPE” and “SentencePiece (sp)” respec-
tively. We evaluate and compare the WER of the ASR
systems for both test set including in ASR construc-
tion experiments and the audio data with their manual
transcripts from an existing multimodal dataset (CMU-
MOSI). We then choose to use the transcripts of the
audio dataset that created from the better ASR system
with lower WER as the third modality information act
on multimodal sentiment recognition. The textual fea-
tures (word embeddings) will be extracted afterwards for
preparing the final experimental data used in sentiment
recognition experiments.

2.2 Using Error Prone Multimodal Lan-
guage Sequences in Sentiment Recog-
nition

We propose three protocols to perform sentiment recog-
nition experiments with multi-modality language se-
quences using “MulT”. We compare these three proto-
cols with each other, also with the results given in [15].
The first protocol (aligned) is that we train the sentiment
recognition model based on our error prone multimodal
language sequences are aligned to the same length. The
second protocol (unaligned) is as follows. The length of
the textual sequences is the same as the length obtained
in the first protocol, but we keep the original length of the
audio and visual features without any word-segmented
alignment. The third protocol (unaligned but language
only) is that we train the sentiment recognition model

― 207 ― This work is licensed by the author(s) under CC BY 4.0
 (https://creativecommons.org/licenses/by/4.0/).



using only the textual features that reinforced by audio
and visual features.

3 Experiments

3.1 ASR and Sentiment Recognition Ex-
perimental Datasets

The English dataset used in our ASR system con-
struction is a publicly available ASR corpus: Lib-
riSpeech [10]. LibriSpeech is a publicly available ASR
corpus1 for speech recognition based on public do-
main audio books in English. We train Transformer
based ASR models on the LibriSpeech corpus with 960
hours (train-960) of speech samples at 16kHz, whose
contains three subsets (train-clean-100, train-clean-360
and train-other-500). We evaluate our ASR systems
with “test-clean” dataset.

For our sentiment recognition experiments, we use
the processed CMU-MOSI experimental dataset2 which
consisting multimodal features (language (L), audio (A)
and vision (V)) for 2,199 short monologue video clips.
The multimodal features are extracted from the textual,
acoustic and visual multimodal dataset using Glove word
embeddings (glove.840B.300d) [12], COVAREP [4] and
Facet [6] respectively.

3.2 ASR System Construction and Speech-
to-text Tasks

We train our ASR systems for 72 hours on 4GPUs. We
average the last 8, 10 and 20 saved models for decoding
the test set and report the best one. The input acoustic
features are 40-dimensional filter banks. In the train-
ing stage, we used Adam optimizer [7] with β1 = 0.9,
β2 = 0.98, ε = 10−9 and varied the learning rate over the
course of training. We used warmup step=12000, we set
the residual dropout with 0.1. Number of blocks for en-
coder is 12 and number of blocks for decoder is 6. The
model dimension d model=320 and the number of head
is set with 4. The feed-forwad inner dimension is 1280.
We use “GLU (Gated Linear Unit)” as the active function
type in our experiments. The textual data of “train-960”
dataset is used to learn a language model using Trans-
former as well. The pre-trained language model is also
used in final prediction.

As the evaluation results shown in Table 2. Sub-
word size used in our experiments for “sp” and “BPE”
are 5,000 and 32,000 respectively. Vocabulary size
are 5,000 and 31,398 obtained from subword segmen-
tation results correspondingly. Our pre-trained Trans-
former based ASR systems allow us to obtain 4.87%

1http://www.openslr.org/12
2http://immortal.multicomp.cs.cmu.edu/raw_

datasets/processed_data/cmu-mosi/seq_length_50/

and 5.25% in WER on LibriSpeech’s “test-clean” dataset
based on “SentencePiece (sp)” and “BPE” subword seg-
mentation respectively. Meanwhile, we obtain 52.23%
and 64.59% on the CMU-MOSI audio dataset, the ref-
erence is the original manual transcripts (textual data)
in CMU-MOSI dataset. “SentencePiece (sp)” based sub-
word segmentation obtain 12.36% improvement in WER
over “BPE” subword segmentation on CMU-MOSI
dataset while 0.38% relative improvement on the “test-
clean” of LibriSpeech. The high scores in WER for
CMU-MOSI dataset probably due to differences in do-
mains and speaking styles.

Table 3 shows the samples of speech-to-test exper-
iment results for CMU-MOSI dataset. We can see
that some audio samples (e.g., id: OtBXNcAL lE 18)
cannot be recognized successfully using our ASR sys-
tem (empty), maybe they are too short or so rapid to
difficult to recognized. Some of the results do not
match the reference because there contains “smacking
lips” like stress information in the original manual tran-
scripts (e.g., id: tmZoasNr4rU 10). There also ex-
ist some cases that ASR based transcripts are much
more longer than their original manual transcripts in
the dataset, and the ASR based transcripts are more
reasonable according to their corresponding audio sam-
ples (e.g., id: 2WGyTLYerpo 44).

3.3 Construction of Multimodal Sentiment
Recognition Systems

We perform the experiments with “aligned” and “un-
aligned” protocols almost the same as described in [15].
The hyperparameters of “MulT” use here are also the
same as used in [15]. The only difference is that instead
of using the extracted textual features given in the origi-
nal CMU-MOSI processed experimental dataset, we re-
place them with our textual features. They are also ex-
tracted using the same “glove.840B.300d”, but based on
our automatically created error prone textual data (tran-
scripts). Table 4 shows the evaluation results for the
three protocols given in Sec. 2.2. Because of the error
prone textual data, as expected, we did not obtain the
same results in all evaluation metrics in comparison with
the results obtained in [15]. But we compare the results
with each other, we found that our results are on the con-
trary to the results obtained based on the original CMU-
MOSI multimodal language sequences with manual tex-
tual data. In our experiments, “unaligned” has better re-
sults in comparison with “aligned” protocol. Meanwhile,
reinforcing language (L) features with audio (A) and vi-
sual (V) features allow us to obtain the best result. This
is to say, Multimodal Transformer with crossmodal at-
tention module are so efficient for addressing the prob-
lems of long term dependencies across modalities, es-
pecially for “unaligned”, even “error prone” nature for
multimodal language sequences. We also perform the
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Dataset
(train-960) Model

Dataset
(test)

Subword segmentation WER (%)

LibriSpeech
Transformer

LibriSpeech SentencePiece 4.87
BPE 5.25

LibriSpeech CMU-MOSI SentencePiece 52.23
BPE 64.59

Table 2: Evaluation results of speech-to-text experiments based on our Transformer ASR systems for both “test-clean”
LibriSpeech test set and CMU-MOSI data. The scores in WER for two different subword segmentation strategies is
given on the last column. The number in boldface shows the better results.

Utterance-id by ASR or Manual Text

tmZoasNr4rU 10 ASR maybe only five jokes made me laugh

Manual smacking lips maybe only 5 jokes made me laugh

OtBXNcAL lE 18 ASR (empty)

Manual and blah blah blah

2WGyTLYerpo 44
ASR and it’s not a bad actress she’s actually pretty good

and she’s in everything . . . (62 words in total)

Manual shes beautiful (it should be about 167 words in total)

Table 3: Examples of speech-to-test experiment results for CMU-MOSI dataset. Here the subword segmentation
strategy used is “SentencePiece” (after “SentencePiece” model decoding).

Metric Acc7 Acc2 F1 MAE Corr
(Word aligned) CMU-MOSI Sentiment

ours 26.2 67.4 67.3 1.260 0.470
MulT in [15] 40.0 83.0 82.8 0.871 0.698

(Unaligned) CMU-MOSI Sentiment
ours 26.8 68.9 68.8 1.198 0.485

MulT in [15] 39.1 81.1 81.0 0.889 0.686
(Unaligned, language only) CMU-MOSI Sentiment

Only [V, A→ L] (ours) 30.1 70.1 70.1 1.186 0.485
(Unaligned, two modalities) CMU-MOSI Sentiment

Only [A + V] (ours)
(A→ V + V→ A)

19.2 57.8 57.5 1.359 0.208

Table 4: Results for the “MulT” model based multi-
modal sentiment experiments on CMU-MOSI with our
error prone aligned and unaligned multimodal language
sequences. As the evaluation metrics, expect MAE is the
lower the better, others are the higher the better. Acc7: 7-
class accuracy, Acc2: binary accuracy, Corr: correlation
of model’s prediction with human, MAE: mean absolute
error of the score.

experiments only with acoustic and visual modalities us-
ing “MulT”. From the results, we can see that textual
features is extremely important in sentiment recognition,
in spite of these textual data are error prone and not per-
fect.

4 Conclusion

In this paper, we investigated that as an application of
emotion or sentiment recognition for solving real life
problems, in other words, if we prefer to do some in-

dividual projects, how about the sentiment recognition
accuracy that perform with error prone multimodal lan-
guage sequences in multiple modalities. We assume that
we only have acoustic and visual data modalities, for
having a multimodal dataset including textual modality,
we tried to create textual data using an pre-trained ASR
system. The results show that three-modality language
sequences combine with a robust multimodal emotion or
sentiment recognition system can allow us to obtain a
better classification result in comparison with using only
two modalities, in spite of the textual features in the lan-
guage aspect suffers from the low quality of automated
transcriptions. From our results, we also can conclude
that textual modality is definitely an essential and im-
portant information provides us to understand human’s
behaviors and intents more exactly.
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