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1 Introduction

Recently, question generation (QG) is getting more atten-
tion as the dual task of question answering (QA), improv-
ing the performance of QA models. The common setting
of the text-based QG task is to output a question by taking
a context and an answer as input. In this work, we focus
on a semantic aspect of generated questions, specifically
reasoning, aiming to generate multi-sentence questions
(MSQs): questions that require reasoning over multiple
sentences (Khashabi et al., 2018), which is more difficult
to answer than single-sentence questions (SSQs).
In Figure 1, we show the example of MSQ and SSQ.

When one answers to the MSQ, one needs to look at the
first and second sentences to figure out “Imelda Staunton”
is “the English stage and screen actress born in 1956”,
who was starred in “The Awakening”, a 2011 British hor-
ror film.” Then, one can answer the question by finding
the director of “The Awakening.” Contrary to the MSQ
which contains several reasoning steps, the SSQ in Figure
1 can be answered by finding the name, looking at only
the first sentence.
Due to the current success of neural sequence-to-

sequence approaches, the performances of QG models
have been significantly improved on traditional metrics,
such as BLEU or ROUGE (Du and Cardie, 2018; Dong
et al., 2019). However, considering an application of QG
to measure the reading comprehension ability of humans,
semantic quality of generated questions is an important is-
sue. One of the semantic-quality problems which existing
models fall into is a semantic drift problem, i.e., the se-
mantics of the model-generated question drifts away from
the given context and answer. (Zhang and Bansal, 2019)
Furthermore, in order to work on reasoning quality of

QG, we do not have a parallel dataset that consists of both
MSQ and SSQ for the same context and answer. There-
fore, in this paper, we propose a transfer-learning QG ap-
proach and a method to create a parallel dataset to address
the semantic quality, especially reasoning. Then, on the
created parallel dataset, we fine-tune a transformer-based
pre-trained language model and train a binary classifier

context: (1)The Awakening is a 2011 British horror
film directed and co-written by Nick Murphy, star-
ring Rebecca Hall, Dominic West, Isaac Hempstead-
Wright and Imelda Staunton. (2)Imelda Mary Philom-
ena Bernadette Staunton, CBE (born 9 January 1956)
is an English stage and screen actress. (3)After training
at the Royal Academy of Dramatic Art, ...
answer: Nick Murphy

MSQ: Who directed the 2011 British horror film star-
ring the English stage and screen actress born in 1956?
SSQ: Who wrote the script for ‘Awakening’?

Figure 1: An example of MSQ and SSQ.

to identify whether an input question belongs to MSQs or
not, simultaneously. Filtering questions generated by the
fine-tuned model based on the classifier’s score, we can
finally obtain MSQs with higher probability.
According to our evaluation, the trained classifier suc-

cessfully filtersMSQs among generated questions, result-
ing in a higher ratio of MSQs than that in the generated
questions before filtering. Moreover, the selected ques-
tions demonstrate higher scores on the automatic evalua-
tion metrics.
We describe the architecture of our model and training

steps more specifically in Section 3. Then, we explain the
detailed settings of our experiment in Section 4, followed
by the experiment’s result and discussion in Section 5.

2 Related Works
Du and Cardie (2018) proposed the attention-based
sequence-to-sequence neural model with leveraging in-
formation from the entire paragraph, which has become
a baseline model on the neural QG task. Zhang and
Bansal (2019) addresses the semantic drift in QG by in-
troducing semantic-enhanced rewards. Dong et al. (2019)
has achieved the current state-of-the-art performance by a
large-scale language model pre-training strategy, which is
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Figure 2: The LM+BC architecture and input embeddings.

similar to our work in terms of the model architecture and
fine-tuning method. Despite the improvement of the per-
formance w.r.t automatic machine evaluation, it remains a
problem that questions generated by these models do not
have sufficient semantic quality. In this work, we focus
on the QG task, especially to improve reasoning quality
of generated questions.

3 Transfer Learning Approach

To generate MSQs, in this work, we use the Genera-
tive Pre-trained Transformer, GPT-2, by Radford et al.
(2019) that is a multi-layer Transformer decoder. GPT-2
based language model (LM) takes as input the concate-
nation of word embeddings, position embeddings, and
segment embeddings. Word embeddings are constructed
from context, answer, and question in this order with de-
limiters between each group of tokens, which are tok-
enized by byte pair encoding. Position embeddings and
segment embeddings are added to indicate the position
of each token and the group where each token belongs
to. We follow the work of Radford et al. (2019) for pre-
training GPT-2. Taking the embeddings as input, the LM
is fine-tuned by teacher forcing to optimize the language
modeling loss Llm, where x indicates the embeddings of
context and answer. The final hidden state of the self-
attention model ht, is fed into an output linear layer fout,
where the activation is a softmax function over the vocab-
ulary to obtained next token probabilities, p(yt|...). Tak-
ing the ground truth yt, as labels, a negative log-likelihood
loss is computed from the probabilities as follows:

p(yt|y1, ..., yt−1, x) = softmax(fout(ht))

Llm = −
n∑

t=1

log p(yt|y1, ..., yt−1, x)

According to our pilot experiment1, LM fine-tuned on
an MSQ dataset (MSQ-LM) does not generate MSQs
in the same ratio as the original dataset. More specif-
ically, while ground truth questions contain MSQs for
93%, MSQ-LM generates MSQs for 50%, SSQs for 10%,
and invalid questions for 40%. In short, the fine-tuned
model is more likely to generate SSQs or invalid ques-
tions that are ungrammatical or need more information to
answer. In order to solve this problem, we also use a clas-
sifier aiming to identify whether the input question be-
longs to MSQs or not. This binary classifier (BC) is fine-
tuned on the next question classification lossLbc. The last
token’s final hidden state hlast, is fed into a linear layer
fbc, where the activation is a sigmoid function σ, to obtain
the probability of MSQ pmsq . Then, taking the gold ques-
tion as a label, a negative log-likelihood loss is computed
as follows:

pmsq(y1, ..., yn) = σ(fbc(hlast))

Lbc = −y ∗ log pmsq − (1− y) ∗ log(1− pmsq)

Namely, Our model, GPT-2-based language model
with a classifier (LM+BC) shown in Figure 2, is fine-
tuned to optimize a combination of these two losses. We
follow the implementation of a dialogue-model by Wolf
et al. (2019).

1The first author evaluated 30 randomly selected questions for each.
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In order to train the classifier with a parallel dataset
consisting of pairs of an MSQ and an SSQ for the same
context and answer, we created a parallel dataset by lever-
aging a fine-tuned model on another dataset. Hence, the
classifier learns the only difference between MSQs and
SSQs. In our proposed approach, our model is fine-tuned
by the following steps:

Step 1: Fine-tuning language model on SSQs We
fine-tuned the LM on an SSQ dataset so that it generates
questions with the characteristics of SSQs. We call this
fine-tuned language model SSQ-LM.

Step 2: Parallel dataset creation Taking a pair of con-
text and answer in an MSQ dataset as input, the SSQ-LM
generates an SSQ for the corresponding pair so that each
pair of context and answer has both an MSQ and an SSQ.

Step 3: Fine-tuning language model and classifier on
MSQs and SSQs The LM+BC is fine-tuned on the cre-
ated dataset, specifically, the language modeling loss is
calculated only from MSQs, and the classifier is trained
on both MSQs and SSQs. We call this fine-tuned lan-
guage model with the trained classifier MSQ-LM+BC.

4 Experimental Setup

4.1 Datasets

SQuAD dataset mostly consists of SSQs based on
Wikipedia articles (Rajpurkar et al., 2016). Since the test
data is not released publicly for its integrity, we randomly
split development set into a development set and test set,
resulting in 87503 pairs for the training set, 8492 pairs for
the development, and 9253 pairs for the test set.
As an MSQ dataset, we adopt the HotpotQA dataset

(Yang et al., 2018), whose questions are created to require
reasoning over multiple supporting documents to answer.
Among the three levels of questions in the dataset, easy,
medium, and hard, we use only medium and hard ques-
tions, because easy-level questions are likely to be SSQs
from its collecting process. To remove noises, we filtered
out questions whose length is over 30 words, keeping 92
% of the original dataset. Then, we split the filtered train-
ing data into training, development, and test set, resulting
in 57000 pairs for the training set, 7125 pairs for the de-
velopment set, and 7125 pairs for the test set.

4.2 Settings

In our experiment, we use pre-trained GPT-2 small (12-
layer decoder-only transformer with 768 dimensional
states and 12 attention heads, which is the smallest model

Table 1: Automatic evaluation results of SSQ generation
on the SQuAD dataset.

BLEU-4 METEOR ROUGE-L

SSQ-LM 14.39 19.62 39.30
SemQG (2019) 18.37 22.65 46.68
UNILM (2019) 22.88 24.94 51.80

Table 2: Automatic evaluation results of MSQ generation
on the HotpotQA dataset.

BLEU-4 METEOR ROUGE-L

MSQ-LM 20.77 23.14 40.76
MSQ-LM+BC 20.97 23.17 40.86

+ scores >7.0 25.40 26.54 45.75

out of four with 117M parameters) open-sourced by Hug-
gingFace2. For fine-tuning, we use a single GPU, RTX
2070, limiting the number of tokens to 600 maximum, by
teacher forcing algorithm. When decoding, we employ
top-p (nucleus) filtering: sampling from next token dis-
tributions after filtered this distribution to keep only the
highest probability tokens whoso cumulative probability
exceeds the threshold, 0.9.

5 Results

5.1 Quantitative Analysis
First, we evaluated the generation ability of our proposed
model on the test set of the SSQ dataset. Table 1 shows
the automatic evaluation results that indicate the simi-
larity between the generated questions and the reference
questions. Although other models perform better than
our model on the metrics, we choose to use GPT-2 based
model because of the following two reasons. (1) we put
the main focus on the semantic quality of generated ques-
tions, especially reasoning. (2) our model is easy and
reasonable to fine-tune with a relatively small amount of
computation cost, compared to UNILM, which requires
2-4 32GB-GPUs. Next, from Table 2, we can see that the
performances of MSQ-LM and MSQ-LM+BC are simi-
lar, which means the classifier added to our model does
not affect significantly on the performance of the lan-
guage model. We also illustrate the probability computed
by the classifier, in Figure 3. According to the distribu-
tion, the classifier seems to have captured the feature dif-
ference between MSQs and SSQs by training. To investi-
gate more, we looked at the score by the classifier before
a sigmoid function, which is shown in Figure 4. Contrary
to Figure 3, the scores in Figure 4 have variety, follow-

2https://github.com/huggingface/transformers
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Figure 3: The probability histogram of the classifier.

Figure 4: The output score histogram of the classifier.

ing a normal distribution. Based on the assumption that
the scores represent the degree of MSQ (the higher the
score is, the more probable the question is MSQ), we ex-
tracted questions whose score is more than 7.0 (around
30 % of test set) and conducted the same automatic eval-
uation, which is shown in “+ scores > 7.0” in tables. The
results indicate the filtering by the classification score im-
proves the scores on the evaluation metrics significantly.

5.2 Qualitative Analysis
We further sample 100 examples from the test set and con-
duct a human evaluation of checking whether the ques-
tions areMSQ or not. As for the sampling, “+scores>7.0”
are sampled from the filtered examples, which accounts
for about 30% in the entire test set, while others are sam-
pled from the entire test set. Then, we take the average of
the evaluation results done by three non-native subjects,
which is shown in Table 3. From the table, we can ob-
serve the increase in the ratio of MSQ after the filtering.
Although this does not prove the classifier’s ability to un-
derstand the reasoning in text, it can be said that, to some
extent, the classifier captures the characteristics of MSQs
from the differences between two question types.

6 Conclusion
In this paper, we propose a transfer learning approach to
generate multiple sentence questions, MSQs, with a sim-
ple classifier to capture the features of MSQs. In order
to fine-tune our language model and train the classifier,
we leverage two different Wikipedia-based QA datasets.

Table 3: Human evaluation results of MSQ generation on
the HotpotQA dataset.“GT” represents ground truth.

MSQ Not MSQ

GT 80.0% 20.0%
SSQ-LM 33.3% 66.7%
MSQ-LM+BC 62.7% 37.3%

+ scores >7.0 78.7% 21.3%

According to our machine and human evaluation, our ap-
proach can generate MSQs with higher probability than
only the language model, after filtering based on the clas-
sification score.
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