1 Introduction

The dominant approach to the ad hoc evidence detection task has been to establish a pipeline architecture over an initial relevant list of documents followed by different similarity and rule based techniques applied over all candidate pieces of evidence for a given query argument consisting of a claim and topic [1, 11, 9]. Recently, however, it has become questionable as to whether such techniques are adequate in a 'real world' scenario [3, 10], where evidence needs to be extracted across a diverse range of documents [17]. Such a complex task not only requires evidence detection systems to comprehend the argument but to also analyze why a certain claim follows from its evidence. Instead, current approaches either rely on lexical indicators (e.g., discourse markers such as because, moreover, etc.) or leverage different similarity foundations (LDA threshold, Wordnet synset walks, semantic similarity, etc.) which makes current systems unable to distinguish between refuting, supporting, or even invalid evidence.

To overcome this problem, [6] showed that recognizing the implicit link (i.e. warrant) is crucial for understanding why a certain evidence supports any given claim. However, warrants that fill this reasoning gap are implicit in nature, difficult to find from its evidence. Instead, current approaches either rely on lexical indicators (e.g., discourse markers such as because, moreover, etc.) or leverage different similarity foundations (LDA threshold, Wordnet synset walks, semantic similarity, etc.) which makes current systems unable to distinguish between refuting, supporting, or even invalid evidence.

To overcome this problem, [6] showed that recognizing the implicit link (i.e. warrant) is crucial for understanding why a certain evidence supports any given claim. However, warrants that fill this reasoning gap are implicit in nature, difficult to find from its evidence. Instead, current approaches either rely on lexical indicators (e.g., discourse markers such as because, moreover, etc.) or leverage different similarity foundations (LDA threshold, Wordnet synset walks, semantic similarity, etc.) which makes current systems unable to distinguish between refuting, supporting, or even invalid evidence.

To overcome this problem, [6] showed that recognizing the implicit link (i.e. warrant) is crucial for understanding why a certain evidence supports any given claim. However, warrants that fill this reasoning gap are implicit in nature, difficult to find from its evidence. Instead, current approaches either rely on lexical indicators (e.g., discourse markers such as because, moreover, etc.) or leverage different similarity foundations (LDA threshold, Wordnet synset walks, semantic similarity, etc.) which makes current systems unable to distinguish between refuting, supporting, or even invalid evidence.

To overcome this problem, [6] showed that recognizing the implicit link (i.e. warrant) is crucial for understanding why a certain evidence supports any given claim. However, warrants that fill this reasoning gap are implicit in nature, difficult to find from its evidence. Instead, current approaches either rely on lexical indicators (e.g., discourse markers such as because, moreover, etc.) or leverage different similarity foundations (LDA threshold, Wordnet synset walks, semantic similarity, etc.) which makes current systems unable to distinguish between refuting, supporting, or even invalid evidence.

To overcome this problem, [6] showed that recognizing the implicit link (i.e. warrant) is crucial for understanding why a certain evidence supports any given claim. However, warrants that fill this reasoning gap are implicit in nature, difficult to find from its evidence. Instead, current approaches either rely on lexical indicators (e.g., discourse markers such as because, moreover, etc.) or leverage different similarity foundations (LDA threshold, Wordnet synset walks, semantic similarity, etc.) which makes current systems unable to distinguish between refuting, supporting, or even invalid evidence.

To overcome this problem, [6] showed that recognizing the implicit link (i.e. warrant) is crucial for understanding why a certain evidence supports any given claim. However, warrants that fill this reasoning gap are implicit in nature, difficult to find from its evidence. Instead, current approaches either rely on lexical indicators (e.g., discourse markers such as because, moreover, etc.) or leverage different similarity foundations (LDA threshold, Wordnet synset walks, semantic similarity, etc.) which makes current systems unable to distinguish between refuting, supporting, or even invalid evidence.

To overcome this problem, [6] showed that recognizing the implicit link (i.e. warrant) is crucial for understanding why a certain evidence supports any given claim. However, warrants that fill this reasoning gap are implicit in nature, difficult to find from its evidence. Instead, current approaches either rely on lexical indicators (e.g., discourse markers such as because, moreover, etc.) or leverage different similarity foundations (LDA threshold, Wordnet synset walks, semantic similarity, etc.) which makes current systems unable to distinguish between refuting, supporting, or even invalid evidence. Warrants can also vary widely in quality, particularly if written by crowdworkers [16]. Shown in Figure 1 is an example of claim, evidence and four candidate warrants which try to explicate the notion of supporting evidence relevance. Notice that only W2 provides sufficient yet necessary explanation and justifies why given evidence supports the claim.

Hence, to further the task of warrant collection, it is intuitive to collect multiple warrants for each claim-evidence pair. We propose the use of crowdsourcing to enable our methodology to scale to larger datasets. To account for the variations in collected warrants, we propose to collect comparisons of warrants from crowdworkers. Our hypothesis is that based on these comparisons, we can devise a methodology to infer which warrant, i.e., reasoning, best bridges the gap between a given claim and evidence. For this we propose to use Gaussian process preference learning (GPPL) [4, 15] to rank multiple warrants for a given claim and evidence pair.

To provide annotated data for preference learning, annotators sort lists of warrants according to how well they connect a particular claim with a given piece of evidence. This approach has a number of advantages over classification or annotating numerical quality scores. Firstly, the quality of warrants spans a wide spectrum, so it is unsuitable to assign a small number of class labels, such as “valid” or “invalid”, as this does not help us to identify the best warrant for all claim and evidence pairs. Choosing a numerical score directly is known to be harder for annotators than comparing items [7, 8, 18], and annotators may also interpret the values differently to
The sorted lists of warrants are converted to pairwise labels indicating which of each pair of warrants was ranked more highly. The pairwise labels are then provided as input to GPPL, which infers a quality score for each warrant that can be used for ranking. GPPL is able to handle disagreements between workers and is more effective with sparse training data than alternative methods due to its Bayesian approach [14]. Previous work has applied GPPL to ambiguous NLP tasks, including evaluating argument convincingness [14], humour and metaphoricity [13], However, neither GPPL nor any alternative ranking models have previously been applied to warrants.

2 Corpus of ranked warrants

In this section, we describe our proposed method for collecting multiple user-generated warrants for each claim and evidence pair, followed by description of our preference learning method to rank the generated warrants.

2.1 Data

For our experiments, we utilize IBM’s Context Dependent Evidence detection (CDED) dataset [11]. The CDED dataset contains 3057 distinct instances covering over 39 different topics. Each instance in CDED consists of (i) topic, (ii) claim, and (iii) a piece of evidence. We randomly sampled 10 of these instances pertaining to different topics and utilized them for our pilot crowdsourcing task.

2.2 Crowdsourcing Tasks

We use Amazon Mechanical Turk (AMT) for crowdsourcing warrants. Although crowdsourcing (CS) is powerful tool for data generation [12], quality control for such a complex task still remains a challenge [6]. Thus we carefully design our task of warrant collection for crowdworkers following [6].

Initially, we provide annotators with set of instructions along with definitions and example annotations. We also emphasize that they write their warrants solely based on their assumptions which are as general as possible and not based on personal experiences.

Warrant generation task Given a claim and evidence piece, workers are required to think and write a basic assumption which they think is necessary to answer why the given evidence supports the given claim. Since this is a complex and challenging task, we give workers the freedom to write any assumption they think of but restrict them from writing false or vague warrants by providing Do’s and Don’t’s guidelines. From this task we collect 10 warrants per claim and evidence pair.

Preference ranking task After collecting multiple warrants, our next task is to ask crowdworkers to rank these warrants in a simple drag and drop task. The worker is asked to arrange the sequence of the warrants from best(Top) to worst(Bottom) based on their preferences i.e. how well they think the given warrants link the supporting evidence to the claim. For quality control measure, we introduce some dummy warrants and if workers can’t rank it appropriately, we automatically reject them.

To discourage noisy annotations, we also warn crowdworkers that their work would be rejected for noisy submissions. We employ simple filtering to exclude crowdworkers who presented copied and pasted claim/evidence as warrants. To see how reasoning varies across workers, we hire 10 crowdworkers per one instance. We hire reliable crowdworkers with 5,000 HITs experiences and an approval rate of 99.0%, and pay $0.20 as a reward per instance.

3 GPPL Model

To apply GPPL, we first convert the ranked list of warrants provided by a crowdworker to a set of pairwise labels. The pairwise labels refer to all pairs of warrants for a claim-evidence pair, and have a value of 1 if the first warrant in the pair was ranked more highly by the crowdworker. Unlike previous applications of GPPL (e.g. [14, 13], we obtain an exhaustive set of pairwise comparisons and do not consider the
features of the warrants, claims or evidences.

Given pairwise labels from multiple crowdworkers for all the claim and evidence combinations, we use GPPL as follows to infer scores for each warrant. Since the value of a warrant depends on the claim and evidence it is being used to connect, our model rates tuples consisting of a warrant, claim and evidence, which we refer to as instances.

The GPPL model [4, 15] assumes that each instance, $x$, has a score, $f(x)$, and that a pairwise label $y$ is chosen by an annotator by comparing instances $x_a$ and $x_b$ with likelihood $p(y = 1|f(x_a), f(x_b)) = \Phi (f(x_a) - f(x_b))$, where $y = 1$ indicates that $x_a$ is preferred and $\Phi$ is the probit likelihood function. This likelihood allows us to infer the values of $f(x)$ from pairwise labels, assuming that annotators will choose labels less consistently if the values of items $x_a$ and $x_b$ are very similar.

To perform inference, we use stochastic variational inference, a scalable approximate method that can handle large numbers of pairwise annotations and instances [15]. The algorithm returns the posterior distributions over $f(x)$ for all instances in the dataset, which are Gaussian distributions with mean $\hat{f}(x)$.

We use these posterior means as estimates of the value of the warrant for linking a particular claim and evidence, and hence to rank the proposed warrants for each claim and evidence pair.

4 Experiments

4.1 Settings

We aggregated the crowdsourced warrants obtained in Section 2 and manually labelled the warrants as good or bad. In total, we labeled 100 warrants obtained from our preliminary crowdsourcing experiment and obtained 54 bad and 46 good warrants.

We evaluate our GPPL model for binary classification (i.e., whether a warrant is good or bad). We assume that if our model is able to accurately rank the proposed warrants for each claim and evidence pair, then the top (high score) and bottom (low score) ranked warrants should qualify as good and bad warrants, respectively. As an evaluation measure, we report the classification accuracy for different threshold values obtained via warrant scores from our model.

4.2 Results and discussion

As shown in Figure 4, although the GPPL model did not receive supervision about correctly labeled warrants, positive score given by GPPL to warrants matched with the labeled good warrants to some extent and vice versa. As the threshold increases from negative to positive, we found the classification accuracy to increase.

4.3 Qualitative Analysis of Warrants

To evaluate quality of the warrants collected via crowdsourcing, we randomly sampled 40 claim, evidence, and warrant triplets spread across five different topics. We asked two annotators experienced in argumentation mining to score how logical the explanation of the warrants was on a scale of 0-2, where 0 indicates no link and 2 indicates a perfect link between the claim and evidence. We obtained a Krippendorff's $\alpha$ of 0.52, which indicates a moderate to substantial agreement. While the median scoring of both annotators was 1, both scored 2 for 31% and 21% of the instances, respectively, which indicates
that both annotators were able to find considerably good warrants in the randomly sampled data.

5 Conclusion
Towards identifying the implicit link between a claim and evidence pair, we proposed a methodology to infer which warrant best bridges the reasoning gap between claim and evidence by ranking multiple collected warrants via Gaussian process preference learning. Our experiments using simple threshold based classifier have demonstrated that ranking warrants is indeed a challenging and expensive task, but identification of good warrants with the current methodology looks promising.

One immediate future work will be to expand the current crowdsourcing annotation tasks to collect warrants for different topics and automate the ranking method instead of relying on crowdworkers to collect preferences.
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