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1. Introduction

Acceptability Rating Database of Japanese (ARD]J) [4]
is a research project that aims at providing normative data
that prepares for “evidence-based linguistics” [12]. The
project released a dataset called s2u (for “survey 2 uni-
fied”) that consists of 1,880 responses to 300 stimuli sen-
tences by 877 individuals, as well as answers to 11 ques-
tions for social attributes like age, gender, lived places.1)

Recent work [5] presented a preliminary analysis of the
data thus acquired, but it was likely that it suffered from
a flaw. Four kinds of data were prepared: 1) raw count
data, 2) normalized data?, 3) scaled by sentence with-
out centering, and 4) scaled by sentence with centering.
Application of PCA to these data yields the results in Fig-
ure 1, where colors are added to identify clusters mem-

bership3) and contours are added to indicate density.

Figure 1: PCA of s2u data, raw count, normalized, and
s-wise scaled (uncentered and centered)

The horseshoe-like shape of data points, common to
all plots here, is called the “horseshoe” effect, or Guttman
effect [2, 8]. It is not peculiar to PCA. Results of Corre-
spondence Analysis (CA) and Multi-dimensional Scaling
(MDS) of the same data take the same shape. In other
words, normal methods for MVA suffer from this.

This effect is considered an artifact arising from the
response design (e.g., Likert or Guttman scales). Quite a
number of techniques [7, 8] were proposed to remove
or at least attenuate this effect, but most of them re-
quire reimplementation of basic functions used to calcu-
late variance. I wondered if there was an easier way to
make a shortcut and came up with the idea of applying
kernel-based multivariate analysis (kMVA) to this end.

The most obvious possibility to explore is to use ker-
nel PCA [10]. For example, kernlab package [3] for R

provides Gaussian and Laplacian kernels among others.

DThis dataset, along with some others, is available at
https://kow-k.github.io/Acceptability-Rating-Data-of-Japanese/

2)Normalization means conversion of range-wise raw counts into
discretized density distribution.

3) Recognition of clusters inside the dimensionally reduced data is al-
ways done with X-means provided by clusternor package [6].

4)Only results from Gaussian and Laplacian kernels are discussed in
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Another possibility worth exploration was un-
supervised metric learning such as Isometric Map-
ping (Isomap) [11] and Locally Linear Embedding
(LLE) [9], which serves as kernel-based versions of
MDS. RDRToolbox [1] package for R provides them.

In what follows, I present results of kernel based PCA
in 2. (ones using Gaussian RBF in §2.1 and ones using
Laplacian RBF in §2.3), ones using Isomap in §3.1, and
ones using LLE in §3.2. Due to space limitation, presen-
tation of results is selective.

2. Applying Kernel PCA
2.1 RBF kernels

Gaussian kernel uses exp(—o]lx—x'|?), and Laplace ker-
nel uses exp(—a||x — x’||) for radial base functions (RBFs),
as plotted with varying os in Figure 2.

Figure 2: Gaussian and Laplacian RBFs with varying o’s

2.2  Gaussian kernel PCA
2.2.1 Gaussian PCA on raw count data

Gaussian PCA applied to the raw count data yielded
the results in Figure 3, where isolation seems successful.

y : i

Figure 3: Gaussian PCA of s2u raw count data

2.2.2  Gaussian PCA on s-wise scaled, uncentered data
Gaussian PCA applied to the the sentence-wise scaled,
uncentered data yielded the results in Figure 4.

this paper, though other options like polynomial, ANOVA RBF, hyper-
bolic, Bessel kernels were tested. R version 3.5.3 was used for all runs.
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Figure 4: Gaussian PCA of s2u s-scaled, uncentered data

2.2.3 Gaussian PCA on s-wise scaled, centered data
Gaussian PCA applied to the sentence-wise scaled,
centered data yielded the results in Figure 5.

Figure 5: Gaussian PCA of s2u s-scaled, centered data

2.2.4 Gaussian PCA on normalized data

Gaussian PCA applied to the normalized data yielded
the results in Figure 6. Effective values for o are very
large, compared to other cases, suggesting that normal-
ization is harmful.

s I‘

Figure 6: Gaussian PCA of s2u normalized data

2.2.5 Summary of Gaussian PCA results

In terms of ¢ optimization, raw count data and nor-
malized turned out to be harder to handle with Gaussian
RBF kernel: raw data requires extremely small values,
and normalized data required rather large values. Scaled
data, with or without centering, seem to give us better
results.

2.3 Laplacian kernel PCA
2.3.1 Laplacian PCA on raw count data

Laplacian PCA applied to the raw count data yielded
the results in Figure 7.
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Figure 7: Laplacian PCA of s2u raw count data

2.3.2 Laplacian PCA on s-wise scaled, uncentered data

Laplacian PCA applied to the scaled, uncentered data
yielded the results in Figure 8.

Figure 8: Laplacian PCA of s2u s-scaled, uncentered data

2.3.3 Laplacian PCA on s-wise scaled, centered data

Laplacian PCA applied to the scaled, centered data
yielded the results in Figure 9.

Figure 9: Laplacian PCA of s2u s-scaled, centered data

2.3.4 Laplacian PCA on normalized data

Laplacian PCA applied to the normalized data yielded
the results in Figure 10.

2.3.5 Summary of Laplacian RBF

In terms of o optimization, Laplacian kernel turned out
to be easier to handle than Gaussian kernel. But it can be
more selective in terms of data: the normalized data looks
incompatible with Laplacian kernel.

2.4 Gaussian vs Laplacian kernels

On comparing the results from Gaussian and Lapla-
cian kernels, it would be safe to say that Laplacian kernel
performs better. In addition, selection of effective values
for o is harder with Gaussian kernel, probably because it
responds to a squared term |jx — x’||*.
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Figure 10: Laplacian PCA of s2u normalized data

3. Applying Isomap and LLE

Isometric Mapping (Isomap) [11] and Locally Linear
Embedding (LLE) [9] form another class of kernel-based
MVA, serving as kernel-based versions of MDS.

3.1 Isometric Mapping (Isomap)
3.1.1 Isomap on raw count data

Isomap applied to the raw count data yields the results
(k = 5 was accepted) in Figure 11.

Figure 11: Isomap of s2u raw count data

3.1.2  Isomap on s-wise scaled, uncentered data
Isomap applied to the sentence-wise scaled, uncentered
data gave us the results in Figure 12.

Figure 12: Isomap of s2u s-scaled, uncentered data

3.1.3 Isomap on s-wise scaled, centered data
Isomap applied to the sentence-wise scaled, centered
data gave us the results in Figure 13.

3.1.4 Isomap on normalized data
Isomap applied to the normalized data gave us the re-
sults (k = 5 was accepted) in Figure 14.

3.1.5 Summary of Isomap results

Isomap brings stable and coherent analysis in that it
produces roughly the same results on raw count, s-wise
scaled with and without centering, with larger k.
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Figure 14: Isomap of s2u normalized data

3.2 Locally Linear Embedding (LLE)

Like Isomap, LLE [9] has a parameter k that encodes
the number of nearest neighbors to consider. With our
data, k cannot exceed 3 on whichever data.

3.2.1 LLE on raw count data
LLE applied to the raw count data gave the results (k =
4 was not accepted) in Figure 15.

stucounts (2 2) LLE of s2ucounts (<= )

Figure 15: LLE of s2u raw count data

3.2.2 LLE on s-wise scaled, uncentered data

LLE applied to the sentence-wise scaled, uncentered
data gave us the results (k = 4 was accepted, but k = 5
was not) in Figure 16.

3.2.3 LLE on s-wise scaled, centered data
LLE applied to the sentence-wise scaled, centered data
gave us the results in Figure 17.

3.2.4 LLE on normal data
LLE applied to the normalized data gave the results (k =
4 was not accepted) in Figure 18.

3.2.5 Summary of LLE results

LLE produces less stable and coherent results than
Isomap in that it gives different results to raw count, s-
wise scaled with and without centering, and only with
smaller values like as 2, 3.

3.3 Isomap vs LLE

Based on comparing results from Isomap and LLE, it
would be safe to say that Isomap performs significantly
better. Isomap is easier to use and provides better analyses.
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Figure 17: LLE of s2u s-scaled, centered data

4. Discussion

My motivation for the investigation reported here was
to check if any of kernel MVA’s can remove the Guttman
effect [2, 8]. I tested kernel PCA [10] with various kernels
(Gaussian, Laplacian, ANOVA RBF, polynomial, Bessel),
and two methods for metric learning, i.e., Isomap [11]
and LLE [9]. Based on the results reported and some oth-
ers omitted here, I conclude that the attempt was success-
ful if proper methods are chosen and hyper-parameters
(e.g.. o, k) are properly set.

Which ones are successful, however? By comparing
the results, the most promising remedy for the Guttman
effect seems to be achieved by Isomap for two reasons.
First, Isomap seems to yield results similar enough to the
results of normal PCA: no drastic transformations are de-
tected. This is a good property. Second, Isomap gives
us more robust results in comparison with results from
kernel PCA, which tend to be “fragile” in that they are
highly sensitive to different values for hyper-parameters
(especially o): a lot of tweaking was required to obtain
reasonable results in kernel PCA. Metric-based methods
like Isomap and LLE are free from this sort of annoyance,
though LLE turned out to have less descriptive power.

The performance of kernel PCA would be best char-
acterized as a mixture of wheat and chaff. If Laplacian
and Gaussian kernels are compared, the former seems to
work better with my data, especially in exploration for
effective values for o.

LLE of shunormatized (<= )

Figure 18: LLE of s2u normalized data
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5. Conclusion

The Guttman effect shown by PCA, CA and MDS
of ARDJ s2u data was effectively removed by Isometric
Mapping (Isomap). Kernel PCA was shown to be also
effective, but to a limited extent, due to messiness in op-
timization for hyper-parameters such as o.
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