
Inducing Romanization Systems from Bilingual Alignment

Keiko Taguchi
Doshisha University

Andrew Finch
NICT

Seiichi Yamamoto
Doshisha University

Eiichiro Sumita
NICT

{ buj1077@mail4.doshisha.ac.jp, andrew.finch@nict.go.jp, seyamamo@mail.doshisha.ac.jp, eiichiro.sumita@nict.go.jp }

Abstract

In this paper we present a method for inducing ro-
manization systems for languages directly from a bilin-
gual alignment at the grapheme level. Our approach
learns how to romanize by first aligning transliteration
word pairs using a non-parametric Bayesian approach,
and then for each grapheme sequence to be romanized,
selecting the optimal romanization according to a user-
specified criteria. We apply our approach to the task of
transliteration mining where the edit distance to roman-
ized text is often used as a measure of cross-language word
similarity. For these experiments we therefore used edit
distance as our criteria for the selection of the romaniza-
tion. Our experiments on Japanese-English showed that
mining performance is strongly dependent on the roman-
ization system used: for example Hepburn romanization
was significantly more effective than Nihon-shiki roman-
zation on this task. Furthermore we show that the mining
system built from the romanization system induced using
our technique was able to outperform both of the existing
baseline romanization systems, and we provide a detailed
analysis of the underlying process in order to explain this
result.

1 Introduction

Romanization is the process of producing a string
in roman script from a string in another language with
a different writing system. In Japan there are two
prominent systems for romanization: the Hepburn sys-
tem (ヘボン式ローマ字) and the Nihon-shiki system
(日本式ローマ字). The former follows the principle of
phonemic transcription and attempts to render the signifi-
cant sounds (phonemes) of English as faithfully as possi-
ble. The latter attempts to transliterate the original script
(kana syllables) with less emphasis on how the result
sounds when pronounced according to the English, and
more emphasis on how the kana syllables are pronounced.

Pure transcriptions are generally not possible, as the
one language usually contains sounds and distinctions not
found in the other language; these are often made explicit
in the romanization by inserting characters that to rep-
resent them. In general, building a usable romanization
system involves trade-offs between the two extremes of

transliteration and transcription.
Recently romanization systems have taken on new roles

for which they were not originally designed. Examples be-
ing the cross-lingual word similarity task we study in this
paper, and as methods of textual input for languages where
the native character set is too large to represent directly on
a user interface. In this paper we demonstrate the effec-
tiveness of our method on the well-defined task of cross-
lingual word similarity but in principle our method could
be extended to encompass more complex and realistic cri-
teria necessary for romanizing for other purposes.

The main merits of our approach are that it can be ap-
plied to any language where data are available to train our
model, and that it can be used to either induce romaniza-
tion systems for languages that have none, or produce al-
ternative romanization systems for languages that have ex-
isting systems. We will show later in this paper that in our
chosen application, it is possible to induce a romanization
system that is more effective than simply choosing from
existing schemes.

2 Related Work

In many transliteration mining approaches [1, 5], ro-
manization is required to comparewords across languages,
typically using normalized edit distance metrics. Statis-
tical transliteration systems can be used, but these need
large amounts of training data which may not be avail-
able. As far as the authors are aware the only other re-
ported automatic romanization induction system was re-
ported by [6]. The advantage of their method is that it can
be applied to many different languages without the need
for an existing romanization system. However, their ap-
proach romanized every foreign language grapheme with
only a single Roman character, potentially causing prob-
lems for languages such as Japanese and Chinese where
single graphemes align naturally to multiple Roman char-
acters; we investigate these issues in Section 4.2.

3 Romanization Induction

Our method induces a romanization system directly
from a non-paramteric Bayesian bilingual alignment [2]
between source and target grapheme sequences. This
model has been shown to align consistently, without a ten-
dency to overfit the data, and is therefore suitable for one-
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to-many and many-to-many alignment. We use Leven-
shtein distance (LD) to select an appropriate romanization
from a set of candidates derived from the alignment.

More formally, let S = (s1, s2, . . . , sI) and T =
(t1, t2, . . . , tI) be a corpus of source and target words re-
spectively, each si and ti are sequences of graphemes in
their respective writing systems.

Let Π and Ω be sets of grapheme sequences in the
source and target writing systems respectively. For exam-
ple, for Japanese the set may be syllables, and for English
the set could be the alphabet. The romanization rules R
are defined to be a set of tuples (sj , rj), where sj and rj
are source and target grapheme sequences: ∀j sj ∈ Π and
rj ∈ Ω.

R = {(s1, r1), (s2, r2), . . . , (sJ , rJ)} (1)

The rj are selected by choosing from the set Cj of all
target grapheme sequences aligned in the corpus to the
source grapheme sequence sj : Cj = {c1, c2, . . . , cK}.
The romanization rj of sj is chosen from this set in or-
der to minimize the expected cost in terms of Levenshtein
distance to the English in the manner described below.

Let ϕ : Π 7→ Ω be the romanization function defined
byR:

ϕ(sj) = argmin
ck∈Cj

E[D(ck)] (2)

Where D(ck) is the cost in terms of Levenshtein dis-
tance from using romanization rule (sj , ck). For a single
occurrence of sj in the corpus, this cost is LD(ck, ψ(sj)),
the Levenshtein distance between romanization candidate
sequence ck and ψ(sj), the target grapheme sequence
aligned to sj .

The expected value of this cost over the corpus is cal-
culated according to:

E[D(ck)] =
∑

l=1..K

p(cl)LD(ck, cl) (3)

4 Experimental Methodology

4.1 Data

For training and evaluation in our experiments we
used the Japanese-English translation mining corpus of
[3]. This corpus consists of 4339 Japanese-English word
pairs extracted fromWikipedia interlanguage link titles, all
of which are annotated as correct/incorrect transliteration
pairs. 3800 of the word pairs were correct transliterations
and 539 word pairs were incorrect.

4.2 Induced Systems

We induced two different romanization systems from
the data. The simplest method (Unigram) discovered ro-
manizations for each individual kana character. A more
sophisticated method learned romanizations for multiple
sequences of kana (N-gram). Table 1 shows example

Kana Hepburn N-gram Unigram
(Nihon-shiki)

カ KA CA CA
ク KU C K
グ GU G G
ケ KE CE KE
コ KO CO CO
シ SHI (SI) SI S
ジ JI (ZI) GI G
ス SU S S
ズ ZU S S
ゼ ZE SE SE
ツ TSU (TU) TS TS
ト TO T T
ド DO D D
フ FU (HU) F F
ブ BU B B
プ PU P P
ム MU M M
ユ YU U U
ヨ YO JO JO
ル RU L L
キャ KIYA(KYA) CA -
クィー KUII QUEE -

Table 1: The romanization rules from two standard sys-
tems, and two systems automatically induced from data.

romanization rules for a selection of characters that dif-
fered in romanization from the Hepburn/Nihon-shiki sys-
tems. It is interesting to note that our two induced sys-
tems (Ungram andN-gram) learned the same romanization
rules as the standard systems for most Japanese graphemes
(grapheme sequences in the case of the N-gram system);
the N-gram approach shares 69% of its romanization rules
with the Hepburn system. The romanization of the char-
acterル exemplifies two of the main differences between
the human and machine produced systems. Both of the
automatic methods prefer romanizing with an ‘l’ rather
than an ‘r’ because ‘l’ is more frequently used in English
with this syllable. Furthermore, the automatic methods
have dropped the ‘u’ which is used in the Japanese pro-
nunciation of the syllable, but rarely occurs in the English
spellings.

5 Results and Analysis

5.1 Mining Performance

In order to classify the data into correct/incorrect
transliteration pairs we used normalized edit distance
(NED). A similar approach was taken by [1, 5, 6]. We cal-
culated the NED between English words and correspond-
ing romanized forms produced by each system. LD deter-
mines the similarity of two strings: the minimum number
of insertions, deletions, and substitutions required to trans-
form one string into the other. In our experiments, NED
was calculated by dividing the LD between the two se-
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quences by the length of the edit path, and yields a value
between 0 and 1 that is robust to differences in sequence
length.

We applied a range of thresholds to the NED to produce
the receiver operating characteristic (ROC) curves for the
classifiers shown in Figure 1. The ROC is a graphical
plot which illustrates the performance of a binary classi-
fier system as its discrimination threshold is varied. The
ROC is shown for our proposed systems (N-gram(LD),
Unigram), as well as well known Japanese systems (Hep-
burn, Nihon-shiki), and the approach taken by [6] (Single-
character) that romanizes each kana to the single English
character that it most frequently aligns to. Also on the
plot is a curve (N-gram(Freq)) for a system which used
the same Bayesian alignment as our N-gram(LD) sys-
tem, but selected the romanizations according to frequency
rather than minimizing the Levenshtein distance. The re-
sults show that our proposed N-gram romanization sys-
tem achieves the best performance. It is also interesting
to note that the Hepburn system outperforms the Nihon-
shiki system. One explanation for this is that the Hep-
burn system was designed as a way for foreigners to read
Japanese and is therefore more likely to be similar to En-
glish in character than the Nihon-shiki system which is
focused on expressing pronunciation characteristics. The
performance of (Single-character) was quite poor indicat-
ing this approach is not suitable for some language pairs,
even though it performed well on the Russian-English task
in the NEWS2010 workshop.
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Figure 1: ROC curves for various mining approaches on
Japanese-English data.

5.1.1 Statistical significance

TheAUC statistics for each approach are shown in Table 2.
The AUC represents the probability that a classifier will
rank a randomly chosen transliteration pair instance higher
than a randomly chosen noise pair. We ran significance
tests on the area under curve (AUC) statistics using the
method set out [4]. We found that all the AUCs of adjacent
lines in the graph are significantly different (α<0.05) with
the exception of the two best approaches based on the N-
gram techique (α=0.13).

Approach AUC Length Mean LD
N-gram (LD) 0.942 6 2.6
N-gram (Freq) 0.936 6 2.7
Unigram 0.927 6 3.1
Hepburn 0.907 7 3.7
Nihon-shiki 0.892 7 4.0
Single-character 0.867 3 4.6

Table 2: Statistics from the romanization approaches.

5.2 Effect on the Distributions of NED

In order to gain some insight into the mechanism by
which our approach improves the mining performance,
we show kernel density plots of the probability density
functions (PDF) of NED for correct/incorrect translitera-
tion pairs for various romanization systems in Figure 2.
From visual inspection of the incorrect pair plots, it ap-
pears that the choice of romanization system has little ef-
fect on the NED PDFs for the incorrect pairs. We per-
formed a Kolmogorov-Smirnov test (a non-parametric test
for the equality of distributions) on the incorrect pair dis-
tributions. All pairs of distributions were equal at α=0.05
according to this test, with the exception of the N-gram to
Hepburn/Nihon-shiki comparisons.

Moreover, from the correct pair plots it appears that the
better the romanization system performed in our experi-
ments, the further the NED PDFs are shifted to the left.
This gives a visually intuitive explanation of how our ap-
proach operates: by reducing the edit distance to the En-
glish, the correct pair PDF is shifted to the left while the
incorrect pair PDF remains fixed in position, resulting in a
separation of the two distributions (see Section 5.1.1). We
performed a Wilcoxon signed-rank test on samples from
the correct pair distributions and found that all distribu-
tions were significantly different (α=0.05).

Finally, it is interesting to observe the densities where
the NED is zero. This is the case where the English
spelling is generated exactly from the Japanese. The N-
gram system generated the correct spelling approximately
twice as often as the best of the other systems.

5.3 Qualitative difference

We calculated the probability of occurrence of each ro-
man character in the N-gram romanization, Nihon-shiki
romanization, and the reference English. Figure 3 shows
the relative difference in probability with respect to the ref-
erence English. The major differences are that the Nihon-
shiki system tends to over-generate the vowel ‘u’ due to
the fact that consonants are always romanized as conso-
nant vowel pairs. It under-generates the consonants ‘c’
and ‘l’ since the system never uses them, instead using ‘k’
and ‘r’ respectively. For example, the wordスクール is
romanized as ‘SUKUURU’ with the Nihon-shiki system
and as ‘SCOOL’ using the induced N-gram system.
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Figure 2: Kernel density plots of NED for transliteration pairs and noise.

kawa perl uni ngram all kawa perl uni ngram all n-gram Nihon-shiki n-gram uni kawa perl
A
B
C
D
E
F
G
H
I
J
K
L
M
N
O
P
Q
R
S
T
U
V
W
X
Y
Z

3993 3993 3993 3739 3430 0.125526564 0.1229636929 0.1456077016 0.138507131 0.1134296769 0.025077454 0.009534016 0.0012511951 0.0020063722 0.000306392 0.0001923372

802 800 673 801 678 0.0252121974 0.0246358513 0.0245414433 0.0296721615 0.0224213764 0.0072507851 0.002214475 0.0005070784 0.000047878 0.0000818265 0.0000521346

219 0 1288 1358 1186 0.0068846275 0 0.0469678737 0.0503056122 0.0392208737 0.0110847384 -0.039220874 0.0006888798 0.0003488722 0.0132408634 0.0392208737

830 768 767 788 919 0.0260924238 0.0236504173 0.0279692229 0.0291905909 0.0303912166 -0.001200626 -0.006740799 0.0000120981 0.0000502788 0.0001638214 0.0004220496

2066 2066 1583 2240 3005 0.0649481295 0.063622086 0.0577252671 0.0829783293 0.0993749793 -0.01639665 -0.035752893 0.0007386643 0.0056215717 0.0036468003 0.0039694768

343 0 338 336 315 0.0107827727 0 0.0123254203 0.0124467494 0.0104170111 0.0020297383 -0.010417011 0.0000902736 0.0000802126 0.0000031555 0.0104170111

579 570 843 774 808 0.0182018233 0.0175530441 0.0307406192 0.0286719763 0.0267204603 0.001951516 -0.009167416 0.0000343873 0.000140804 0.0008150916 0.0009595151

940 635 516 596 1061 0.0295504558 0.019554707 0.0188163221 0.0220781626 0.0350871391 -0.013008977 -0.015532432 0.0014998883 0.0025143219 0.0002375653 0.00225411

2958 3394 2422 2617 2355 0.0929896259 0.1045175992 0.0883200233 0.0969438785 0.0778795595 0.019064319 0.0266380397 0.0010425811 0.000328253 0.0006694075 0.0019556492

289 0 18 101 115 0.0090851933 0 0.0006563833 0.0037414336 0.0038030358 -0.000061602 -0.003803036 0.0000002515 0.0012995145 0.0011321557 0.0038030358

1446 1304 751 168 444 0.0454574033 0.0401564377 0.0273857711 0.0062233747 0.0146830252 -0.008459651 0.0254734124 0.0017880352 0.0019636362 0.008470236 0.0062753614

0 0 709 869 1688 0 0 0.02585421 0.0321911465 0.0558219518 -0.023630805 -0.055821952 0.0032316704 0.0056963628 0.0558219518 0.0558219518

1057 942 942 941 1050 0.0332285445 0.0290087149 0.0343507275 0.0348583071 0.0347233705 0.0001349366 -0.005714656 0.0000001308 0.0000010052 0.0000164438 0.0002567247

2017 2131 2131 2133 2159 0.0634077334 0.065623749 0.0777084929 0.0790146323 0.0713978637 0.0076167687 -0.005774115 0.0001929773 0.0001336023 0.0002370018 0.0001217152

2688 2691 1740 1844 2165 0.084501729 0.0828688449 0.0634503884 0.0683089461 0.0715962829 -0.003287337 0.0112725619 0.0000386264 0.0002459004 0.0005343954 0.0004118738

717 662 662 669 824 0.0225400817 0.020386167 0.0241403202 0.0247823671 0.0272495784 -0.002467211 -0.006863411 0.0000585271 0.0000941464 0.000223231 0.0004970371

0 0 0 6 74 0 0 0 0.0002222634 0.0024471709 -0.002224907 -0.002447171 0.0011944204 0.0024471709 0.0024471709 0.0024471709

2746 2718 3859 2557 2247 0.086325055 0.0837003049 0.1407212923 0.0947212447 0.0743080128 0.0204132318 0.009392292 0.0012371544 0.0105130995 0.0004501312 0.0002793942

1875 1748 1951 1975 1780 0.0589437284 0.0538293351 0.0711446596 0.0731616966 0.0588643804 0.0142973162 -0.005035045 0.0007764227 0.0005812794 0.0000000267 0.0001125366

1429 2036 1236 1414 1673 0.0449229802 0.0626982416 0.0450716552 0.0523800704 0.0553259036 -0.002945833 0.007372338 0.0000402928 0.000525039 0.0005412217 0.0002304803

4075 4696 236 471 1088 0.1281043697 0.1446124473 0.0086059147 0.0174476755 0.0359800258 -0.01853235 0.1086324215 0.003317111 0.0093927006 0.0283022387 0.0363266132

125 125 252 126 277 0.0039295819 0.0038493518 0.0091893666 0.004667531 0.0091603558 -0.004492825 -0.005311004 0.0007502349 0.0000000229 0.001090543 0.0011334402

84 84 356 157 249 0.002640679 0.0025867644 0.0129818036 0.0058158918 0.0082343993 -0.002418507 -0.005647635 0.0002097166 0.0005379675 0.0015488989 0.0015906814

0 0 0 1 77 0 0 0 0.0000370439 0.0025463805 -0.002509337 -0.002546381 0.0019691676 0.0025463805 0.0025463805 0.0025463805

235 542 0 203 434 0.007387614 0.0166907893 0 0.0075199111 0.0143523265 -0.006832415 0.0023384628 0.0010945361 0.0143523265 0.0011458202 0.0000882029

297 568 157 111 138 0.0093366866 0.0174914544 0.0057251212 0.0041118726 0.004563643 -0.00045177 0.0129278115 0.0000117708 0.0000657687 0.000845169 0.0041861575
31810 32473 27423 26995 30239 0.0217760922 0.0615344877 0.1245179398 0.1755719147

all, N all-ngram all-perl 0.1043458005 0.1754059402 0.2495174741 0.2962869511
-0.10727868

Hellinger

-0.06

0.12
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Chart 8
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Figure 3: Character occurrence frequencies relative to English.

6 Conclusion

In this paper we introduced a novel unsupervised ro-
manization technique for the induction of a complete sys-
tem of romanization automatically from a bilingual cor-
pus. First, a bilingual corpus of words is aligned using a
many-to-many non-parametric Bayesian sequence align-
ment method, and then for each sequence of characters
to be romanized, a set of possible candidate romanization
rules is extracted with reference to the alignment. Finally,
the best romanization rules are chosen from this set ac-
cording to an appropriate criterium. We applied our tech-
nique to the task of producing a romanized script similar
to English from Japanese, for the purposes of transliter-
ation mining. In these experiments we used a corpus of
Wikipedia interlanguage link titles, and a criterium based
on Levenshtein distance. We found that mining perfor-
mance depends heavily on the choice of romanization sys-
tem used. Furthermore, we show that using our approach
gives rise to a romanization system that significantly out-
performed two existing romanization schemes on the min-
ing task. Our approach, was trained on noisy data and
performed well enough that a bootstrapping approach was
not attempted. It is theoretically language independent
and requires only a training corpus and a well-defined cri-
terium for selecting among possible romanization candi-
dates from the alignment. In the future we would like to
investigate the performance of our approach on other lan-
guage pairs using different criteria for romanization. In
particular it would interesting to build a system capable of
finding a more-humanlike romanization scheme that cap-
tures the tradeoffs between transliteration and transcrip-

tion. Such an approach could be used as an aid to creating
romanization systems for languages that do not yet have
a standard system. We believe another important future
extention of our technique could be in the automatic dis-
covery of systems for textual input in romanized form that
are both efficient and also sufficiently capture the phonet-
ics of the underlying graphemes.
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