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Abstract

The Kyoto Text Corpus contains a wealth of syntac-
tic information. Accessing this information is how-
ever non-trivial, e.g., to build meaning representa-
tions with appropriately scoped material. In this pa-
per we discuss an automated modification that may
combine or split apart bunsetsu. The one constraint
obeyed is that changes should not disrupt the overall
coding of bunsetsu dependencies. Combining (e.g.,
uniting compound functional expressions) involves
the placement of content from one bunsetsu into a
prior bunsetsu but without any removal of depen-
dency information. Splitting (e.g., to allow clause
level scope placements for compound auxiliary verbs,
negation and sentence final particles) involves the
creation of new bunsetsu as fractions of the split
bunsetsu. We illustrate gains made in the quality
of semantic representations we can produce from the
Kyoto Text Corpus over what was possible without
combining and splitting.

1 Introduction

The Kyoto Text Corpus (Kurohashi and Nagao,
2003) is a morphologically and syntactically anno-
tated corpus for 40,000 sentences of Mainichi Shim-
bun newspaper articles for 1995. In addition with
version 4.0 of the corpus (Kawahara et al., 2005) a
subset of 5,000 sentences are annotated with case,
anaphora and coreference information. This offers a
considerable wealth of gold standard syntactic infor-
mation. However taking this information as a basis
for building meaning representations with appropri-
ately scoped material is non-trivial. This paper dis-
cusses an automated modification of the Kyoto Text
Corpus that may combine or split apart bunsetsu to
better serve as parsed information that can there-
after be used to reach meaning representations for
sentences.

The paper is organised as follows. Section 2 moti-
vates combining bunsetsu. Section 3 motivates split-
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ting bunsetsu. Section 4 details our changes to the
Kyoto Text Corpus. Section 5 notes supplementary
information added when changes are made. Section
6 concludes.

2 DMotivation for combining

bunsetsu

Japanese has many expressions formed from multi-
ple morphemes that can have a non-literal functional
usage. NINJAL (2001) detail 125 major expressions
with variants to total 337 expressions. In this section
we illustrate problems functional expressions cause
for further processing of the Kyoto Text Corpus, fo-
cusing on (2 2>WT.

In (1a) particle (2 has the case-marking function of
‘with’ modifying the verb >\ ‘keep close contact’
to produce the literal content meaning of ‘follow’. By
contrast, in (1b) (2->W\WT has a case-marking func-
tion as a single unit similar to the English preposition
‘about’.

(1) a. RIIDOTEST.

I ran following him.

b. flIkiIROTCEE L.
I talked about him.

Following the annotation scheme of the Kyoto Text
Corpus (1a) can be analysed as in (2).

(2) #s-m:2

0 3D

0

brzL * i HiEHEE o+ *
I3 BEA BB+ *

2D

+*a§+*%

o

W on x BE WEEE * *
[ lc * B HabE * x

* 2 3D

+ 2 <rel type="7" tag="0"/><rel type="(C" tag="1"/>
SWT DWC < A+ TEBFEANT 7 RERTH

* 3 -1D

+ 3 <rel type="7" tag="0"/>

Eof Elo7 ES B+ TEBFST S
.k REBR AL+ %

EOS
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The first line of (2) is the sentence ID. Lines starting
with a star begin bunsetsu, with numbers to spec-
ify the current bunsetsu ID and the ID of the target
bunsetsu for the dependency. The character after
the target bunsetsu ID specifies the type of depen-
dency, notably D for direct dependency. A bunsetsu
without a target bunsetsu is the root of the sentence,
and this is indicated by “-1D”. Lines starting with a
plus sign code relation information, with minimally
an ID number. Relation information can be the tar-
get for other relation information—motably for case,
anaphora and coreference—and this is coded with
rel tags containing the attribute type to indicate the
kind of relation, e.g., #% marks a grammatical sub-
ject, and tag to state the relation information ID of
the modifier element.

Sufficient structural and case information can be
obtained from (2) as a basis for assembling the mean-
ing representation of (3). Representation (3) as-
sumes a Davidsonian theory (Davidson, 1967) for
coding verbs as predicates that have minimally an
implicit event argument. The verbs of (3) also have
subject arguments. Furthermore events are existen-
tially quantified over and may be further constrained,
as is the case with e; which is coded to be an event
that occurs with ({2) some value that is further re-
stricted to be fi ‘him’.

(3) Fereax (P (x) A
o< (e1,®) A lzler) = = A ESH(e2,F0))

Similarly, following the Kyoto Text Corpus anno-
tation scheme, we can expect (1b) to receive the bun-
setsu dependency analysis of (4). Aside from the
different main verb, (4) differs from (2) only with re-
spect to the case information: ->vvT no longer has
case information, while & L 7> is coded to receive a (2
W argument. Notably (4) and (2) share the rep-
resentation of bunsetsu dependencies in having (2>
VW span two bunsetsu.

(4) # s-1m:a

* 0 3D

+0

B bl * 23 HEAE * x
1313+ B BIBhER *+ *

* 1 2D

+ 1

B * B WEGE *
£ * Wt o+ x

* 2 3D

+ 2

DWW DWW < B3 A+ FEBENT 2 REHTE
* 3 -1D

+ 3 <rel type="J/" tag="0"/><rel
type="IZOW\WT" tag="1"/>
S 3L T i+ FEBEVT S
* B M o*
EOS

A meaning representation for (1) is given in (5).
The verb %9 ‘talked’ expresses a predicate taking
as arguments the subject %, ‘I’ and an event that is
further constrained to be about ({2-2\7) % ‘him’.
This clearly exhibits the functional role of ([2>W\T.
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Our problem is that reading this from (4) is compli-
cated by (2 and >\ spanning two bunsetsu.

(5) Jerxz(z) A (e, ®) A
2o (ey) = x)

Adjustment of the bunsetsu dependency represen-
tation to (6) offers a representation that more readily
maps to (5).

(6) #s-m:6
* 0 3D
+ 0
L oboL * 2 s o+
[ > ) 1) F
* 1 3D
+ 1
B e * ZEE HELF o+ ox
[2DWT [ZOWT * binding F&EJE * *
* 2 3D
+ 2
* 3 -1D
+ 3 <rel type="J/" tag="0"/><rel

type="IZOWT" tag="1"/>
LA 3L 5T ®h « TEBFEV 2B
* RFBR MR ok ok
EOS

Note adjustment to (6) occurs without removal of
dependency information (lines starting with a star)
or of relation information (lines starting with a
plus sign), since any disruption to this informa-
tion has potential to break the rel information
that codes case, anaphora and coreference informa-
tion. Also note that the change from (4) to (6) can
be automated without fear of erroneously adjusting
(2), since the changes can be made dependent on
the presence of case information, specifically <rel
type="="YA{ 5" tag="1"> with FHL 7.

3 Motivation for splitting bun-
setsu

To ease building meaning representations, we wish
elements that form scopal operations to be captured
as distinct ‘bunsetsu’. However 7Zz\y ‘not’ is analysed
in the Kyoto Text Corpus as part of a larger bunsetsu
containing a predicate e.g., (7) will be annotated as

(8)-

(7) #FIZavva—9—%2EI%W,
Yoko is unable to buy a computer.

(8) #s-m:s
* 0 2D
+0
HT UAHZ x B A * x
I3 13+ BhEE BIBbE *
* 1 2D
+1
AVE2—F— TAWe—Tlo— * &3 HilHiE * *
& & ok P KB + o+
* 2 -1D
+ 2 <rel type="7" tag="0"/><rel type="37" tag="1"/>
Hz 72 HZA @hA « FEshE L0
o Zewn o+ BERER OPBRFAMBREEERES A BEAT VAR A
* K MRk %
EOS
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With (8) as a basis for building a meaning repre-
sentation the scope of negation is restricted to scope
only over the verb, to for example derive the meaning
representation of (9).

(9) Fewx(arta—2—(@) A
ZW(EZ 5 (e1,¥F,7)))

For (9) to be true there should be some computer and
some event such that the event is not Yoko buying
the computer. By contrast (7) will be true if there
are no computers. This is captured by (10) where
negation scopes over the quantification of computer
and event.

(10) ZWGEez(avta—2—(2) A
Bz % (e1,¥¥,2)))

To derive (10) we need an analysis along the lines of
(11), with %\ as a distinct ‘bunsetsu’ that is also
the root of the sentence.
(11)  # s-1p:11

* 0 2D

+0

HT UAHZ x B AHB * x

I3 13 * BhEA BIBbER *

* 12D

+ 1

AVE2—Y— TAWe—To— * &3 HilgiHE * *

& & o+ Wi RBIEE o+ o+

* 2 2.5D

+ 2 <rel type="7" tag="0"/><rel type="37" tag="1"/>

HZ 72 Hz5 @hA « FEwhEe L5450

* 2.5 -1D

7\ 7oy * operation JMRIFMWERIERES A BEFATV AR %

£S5

o B AR ko
EOS

Having 7y as a distinct ‘bunsetsu’ is achieved in
(11) by creating a new bunsetsu that is a fraction of
the original § 2 7Zc\» bunsetsu. Keeping to adding
only fractions of bunsetsu ensures there is no dis-
ruption to the bunsetsu dependency analysis for the
sentence as a whole.

4 Changes to the corpus

This section details the changes we make to the bun-
setsu structure of the Kyoto Text Corpus. Changes
are made automatically as part of a pipeline for tak-
ing treebank data as input and generating meaning
representations as output. Consequently changes are
applied with each run of the system, with the original
Kyoto Text Corpus data remaining unaltered.

4.1 Combining particle functional ex-
pressions

Particle functional expressions formed from multiple
morphemes comprise two adjacent bunsetsu, with
the prior bunsetsu dependent on the latter. The
prior bunsetsu contains one or two particles, while
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the latter contains either a verb or a verb and a par-
ticle. We currently combine 96 cases of functional
expressions. Combining occurs when:

1. the current bunsetsu has X and next bunsetsu
has Y, e.g., X=tand Y=L Tcombining as & L
<.

2. the current bunsetsu has X and next bunsetsu
has Y and Z, e.g., X=(2, Y=X % and Z=¥ com-
bining as (2L % &.

3. the current bunsetsu has X and Y and next bun-
setsu has 7, e.g., X=»56, Y=L and Z=\» T
combining as 5 LW T.

Because combining occurs automatically we have
to look out for clues to warrant the combining. In
this regard when available case information is very
reliable, as demonstrated in section 2 with (22>WT.
Unfortunately there is not always case information
to correspond to the functional use of a compound
particle expression. Tuning the system to respond
to other clues, such as the wider bunsetsu structure
and aspects of bunsetsu content is work in progress.

4.2 Combining suffix functional ex-
pressions

In the Kyoto Text Corpus suffix compound func-
tional expressions have two bunsetsu structures. One
is where every morpheme is included in the same
bunsetsu. Another type is that morphemes are split
into two adjacent bunsetsu. Combining occurs when:

1. the current bunsetsu has X and Y, e.g., X=—75
and Y=72 combining as —J72.

2. the current bunsetsu has X and Y and Z, e.g.,
X=7%1Fhi3, Y=7% & and Z=7¢\\ combining as
LTI 657\

3. the current bunsetsu has X, Y, Z, E, e.g., X=&
5, Y=%, Z=%% and E=7:\\ combining as &5
2RV

4. the current bunsetsu has X, Y, Z, E, F, G, e.g.,
X=9, Y=(z, Z=lZ%, E=w, F=54k and G=7 W
combining as ¢ (I3 &RV,

5. the current bunsetsu has X and next bunsetsu
has Y, e.g., X=(2 and Y=3&\ /z\\ combining as
[ZIEWZ VY,

6. the current bunsetsu has X and next bunsetsu
has Y and Z, e.g., X=(2, Y=9 & and Z=7 W
combining as (23 &7z V).

7. the current bunsetsu has X and Y and next bun-
setsu has Z, e.g., X=2 ¥k, Y=# and Z=4% %
combining as = L HH 5.
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8. the current bunsetsu has X and Y and next bun-
setsu has Z and E, e.g., X=bi}l2, Y=I, Z=W
#» and E=7¢\) combining as HIFi2iZVir7e .

Altogether 29 cases of compound functional expres-
sions are combined.

4.3 Combining other functional ex-
pressions

The functional expressions we have combined are
based on the corpus work of Tsuchiya et al. (2005).
In addition we see benefits when combining other
expressions, for example, expressions following the
schema of ?»X(z, where X is e.g., I ‘on’. As an
example, consider (12).

(12) #HloLichadpnwgd,

There is a cat on the desk.

Without combining we generate the meaning repre-
sentation of (13a), while combining allows for (13b).

(13) a. Feyzyz(Bl(x) A D_L(z,2) A
() N wasler,y) N =(e1) = 2)

b. dejxyWML(y) AN aZ (@) A WahB(ep,x) A
DEzler) = y)

4.4 Splitting

In addition to 7Z¢Vy ‘not’, discussed in section 3, we
have found splitting bunsetsu information to be nec-
essary in the case of processing suffix functional ex-
pressions such as ZglF#uUE 7% 6 70 vy ‘must’ that will
serve as scopal operations in a meaning represen-
tation, as well as sentence final particles, e.g., the
question operator .

5 Supplementary information

While splitting and combining we also add tag infor-
mation useful for subsequent processing. Split suffix
functional expressions, sentence final particles and
negation are tagged as operation so as to lead to a
scopal operation, as seen with 7 vy in (11). Com-
bined particle functional expressions are classified
into three categories:

1. Those subsequent to a nominal, which mainly
function as case-marking particles, are tagged
as binding, e.g., [22>W\WT in (6).

2. Those subsequent to a predicate, which mainly
function as conjunctive particles, are tagged as
coord, e.g., L7 B L.

3. Those subsequent to a nominal, which mainly
function as adnominal particle, are tagged as
embed, e.g., L \19.
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6 Conclusion

In this paper we presented techniques for combin-
ing and splitting bunsetsu that are part of a bun-
setsu dependency analysis. Combining involves the
placement of content from one bunsetsu into a prior
bunsetsu. Combining bunsetsu information is nec-
essary when the bunsetsu involve compound expres-
sions that have a functional role. Splitting involves
the creation of new bunsetsu as fractions of the split
bunsetsu. Splitting is necessary in the case of ele-
ments that will serve as scopal operations. We de-
scribed carrying out splitting and combining of bun-
setsu automatically on the content of the Kyoto Text
Corpus, but in such a way as to avoid changes that
could disrupt the overall coding of bunsetsu depen-
dencies and relation information. Finally we were
able to add structural information—binding, coord
and embed—as tags for combined and split bunsetsu
as an aid for subsequent processing.

This research has been supported by the JST
PRESTO program (Synthesis of Knowledge for In-
formation Oriented Society).
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