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Abstract

We present an extraction based method for
automatic summarization. It is based on
finding the shortest path from the first sen-
tence to the last sentence in a graph repre-
senting the original text. Nodes represent
sentences and edges represent similarity
between sentences. Simple word overlap
is used for similarity. Traditional sentence
weights are also used, making edges to
important sentences cheaper. Evaluation
using ROUGE scores on DUC texts give
scores outperforming human interagree-
ment on 200 words and 400 words ex-
tracts, while performance on 100 words is
less impressive.

1 Introduction

Automatic text summarization has been an active re-
search area for a long time (Luhn, 1958; Edmund-
son, 1969; Salton, 1988). Currently, most systems
use text extraction, i.e. parts of the original text that
are deemed interesting are extracted and presented
as a summary. Here, a graph based text extraction
method is presented. Other graph algorithms have
successfully been used for summarization (Mihal-
cea, 2004). Our method uses a shortest path al-
gorithm in a graph where sentences are nodes and
edges represent word overlap between sentences.

Extraction based summarization normally pro-
duces summaries that are somewhat unappealing to
read. There is a lack of flow in the text, since the ex-

tracted parts, usually sentences, are taken from dif-
ferent parts of the original text. This can for instance
lead to very sudden topic shifts. The idea behind the
presented method of extracting sentences that form
a path where each sentence is similar to the previous
one is that the resulting summaries hopefully have
better flow. This quality is however quite hard to
evaluate. Since the summaries are still extracts, high
quality summaries should still not be expected.

2 Building the graph

When a text is to be summarized, it is first split
into sentences and words. The sentences become
the nodes of the graph. Sentences that are similar
to each other have an edge between them. Here,
similarity simply means word overlap, though other
measures could also be used. Thus, if two sentences
have at least one word in common, there will be
an edge between them. Of course, many words are
ambiguous, and having a matching word does not
guarantee any kind of similarity. Since all sentences
come from the same document, and words tend to
be less ambiguous in a single text, this problem is
somewhat mitigated.

All sentences also have an edge to the following
sentence. There are two reasons for this. The most
important is that the method will only work if there
is a path from the first sentence to the last, which
will be guaranteed by this step. The second is that
since these two sentences were put next to each other
in the original text, it would still be a smooth text if
they are next to each other in the summary too.

Edges are given costs (or weights). The more sim-
ilar two sentences are, the less the cost of the edge.



The further apart the sentences are in the original
text, the higher the cost of the edge. To favor inclu-
sion of “interesting” sentences, all sentences that are
deemed relevant to the document according to clas-
sical summarization methods have the costs of all
the edges leading to them lowered.

The cost of an edge from the node representing
sentence number i in the text, Si, to the node for Sj

is calculated as:

costi,j =
(i − j)2

overlapi,j · weightj

and the weight of a sentence is calculated as:

weightj = (1 + overlaptitle,j)

·
(

1 +
∑

w∈Sj
tf(w)∑

w∈text tf(w)

)
·early(j) ·

√
1 + |edgesj |

where early(j) is 2 if j < 10 and 1 otherwise,
overlapi,j is simply the number of words in com-
mon between sentences Si and Sj , and only words of
four or more characters are counted in the tf (term
frequency in the document) calculations.

Since similarity is based on the number of words
in common between two sentences, long sentences
have a greater chance of being similar to other
sentences. Favoring long sentences is often good
from a smoothness perspective. Summaries with
many short sentences have a larger chance for abrupt
changes, since there are more sentence breaks. The
contents of a single sentence are normally smooth,
so the main problem is when changing from one sen-
tence to the next.

3 Constructing the summary

When the graph has been constructed, the summary
is created by taking the shortest path that starts with
the first sentence of the original text and ends with
the last sentence. Since the original text also starts
and ends in these positions, this will hopefully give
a smooth but shorter set of sentences between these
two points.

The N shortest paths are found by simply starting
at the start node and adding all paths of length one to
a priority queue, where the priority value is the total
cost of a path. The currently cheapest path is then

examined and if it does not end at the end node, all
paths starting with this path and containing one more
edge are also added to the priority queue. Paths with
loops are discarded. Whenever the currently shortest
path ends in the end node, another shortest path has
been found, and the search is continued until the N
shortest paths have been found.

This gives wildly varying lengths (in the number
of words) of the summaries for different texts. This
is often not desirable. Usually, the summarization
task has a predetermined expected length of the sum-
mary. To allow for this, the N shortest paths are
generated and the one closest to the desired length is
chosen.

If none of the summaries are of an appropriate
length, two heuristics are used. If the summaries
are too long, the shortest one is selected and simply
cut of at the desired length. If the summaries are
too short, the longest is selected and padded to the
desired length by adding previously unselected sen-
tences, starting with the sentence with the highest
importance weight, to the end of the summary until
the desired length is reached. These heuristics are
not very good when it comes to producing smooth
summaries, though.

4 Evaluating the summaries

While the original idea for the method was based on
the hope for smoother extracts, this quality is hard
to evaluate. For a summary to be useful it is not
enough to be easy to read, the contents are also very
important. This is much easier to evaluate. This first
evaluation of the shortest path method thus concen-
trates on evaluating if the produced extracts contain
the important information.

The shortest path summarizer was evaluated on
test texts of various lengths from the Document Un-
derstanding Conference, DUC (DUC, 2005). Hu-
man written summaries of lengths of 100 words, 200
words and 400 words are available in these data sets.
The texts to be summarized are about 7,000 words
long and mostly consist of newspaper texts.

The automatic evaluation method ROUGE was
used for evaluating how well the extracts correspond
to the manually written summaries. ROUGE more
or less measures word overlap between texts in dif-
ferent ways, and ROUGE scores have been shown to



100 words, 2004 100 words, 2001 – 2004 200 words 400 words
Shortest path 35 / 31 / 11 33 / 29 / 10 41 / 38 / 12 54 / 49 / 15
Lead 31 / 27 / 10 28 / 25 / 9 38 / 35 / 11 51 / 46 / 14
Agreement 43 / 38 / 13 40 / 36 / 13 40 / 37 / 12 41 / 37 / 11

Table 1: The shortest path method, the lead baseline and human interagreement, ROUGE-1 / ROUGE-L /
ROUGE-W scores for texts from the DUC data sets from 2001 – 2004. There are 291 documents of 100
words in this set, 114 of which are from the year 2004. There are 87 documents with 200 words summaries
and only 28 with 400 words summaries.

correlate well with human evaluation (Hovy and Lin,
2002; Lin and Hovy, 2003a; Lin and Hovy, 2003b).
The results are shown in table 1.

Three ROUGE metrics are reported in the table.
ROUGE-1 measures word overlap. ROUGE-L mea-
sures the longest common word sequence. ROUGE-
W is also based on the idea of long common word
sequences, but weighted to favor sequences where
consecutive words from the respective documents
are used. There are also word n-gram based ROUGE
metrics, but the scores for the best systems (and hu-
man interagreement) are very low, so differences be-
tween systems are not very clear using these metrics.
The inter system ranking is usually the same regard-
less of which ROUGE metric is used, though.

The system is compared to the baseline called
lead, simply taking the desired number of words
from the start of the original text. The system is
also compared to the interagreement between hu-
mans. This was done by simply evaluating each of
the human written summaries as if it was produced
by an automatic system, comparing it to the remain-
ing human written summaries. The reported figure
is the mean value for all such summaries.

While the system does not perform badly on 100
words, nor does it perform very well. These sum-
maries are too short for the system, which rarely
finds a short path that contains only 100 words. Thus
the aggressive cutting heuristic is normally used. On
the 100 words texts from DUC 2004, the best sys-
tems had a ROUGE-1 score of about 39%, using
the same evaluation method and data sets. Many
systems performed similarly to the shortest path
method, with around 34% ROUGE-1 scores.

On longer texts, ROUGE scores are as far as is
known to us not generally available for other sys-
tems. The shortest path system does however out-

perform the lead baseline, which is usually a quite
good summarizer on newspaper texts. It even out-
performs human interagreement, which should be
considered quite good. Of course, for summaries
of 400 words, the baseline also outperforms human
interagreement, so this may not mean so much.

5 Discussion

The system is quite simple, using no language re-
sources other than word tokenization and sentence
splitting. It is easy to implement and should be rel-
atively language independent, though it was only
evaluated on English texts. For longer documents
the processing time for the shortest path algorithm
can be quite long, although the current implementa-
tion is not at all optimized for speed.

Some possible problems with the method is that it
could quite possibly keep a lot of the redundancy in
the original text by selecting sentences that are too
similar. It could also miss the main point of the text
completely, though the weighting of “important sen-
tences” helps in avoiding this. In practice it seems
to work quite well.

When looking at the generated summaries, they
are often somewhat “smooth” to read. This smooth-
ness is hard to quantify objectively, though, and the
extracts are by no means as smooth as a manually
written summary.

When it comes to including the important facts
from the original text, the weighting of sentences us-
ing traditional extraction weighting methods seems
to be the most important part. Taking a path from
the first to the last sentence does give a spread to the
summary, making it more likely that most parts of
the original text that are important will be included
and making it unlikely that too much information is
included from only one part of the original text.
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