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1 Introduction

We present a method to expand a linguistic re-
source with paraphrases, which combines two
techniques whose drawbacks neutralise recipro-
cally. The first step over-generates sentences
by using analogy, while the second step over-
eliminates erroneous sentences which do not
meet a criterion on N -gram occurrences. In
a practical experiment, we added 17,862 para-
phrases to a linguistic resource of 97,769 En-
glish sentences. The new paraphrases are 99%
correct English sentences (p-value = 2.22%), a
quality approximately equal to that of the orig-
inal linguistic resource (p-value = 1.92%).

2 Justification

Similarly to natural resources, there exists a
risk of “depletion” of linguistic resources used
in successive evaluation campaigns of machine-
translation systems: in such campaigns, parts of
linguistic resources which are released cannot be
used in subsequent campaigns, as they are not
“new” anymore. This shows the need to gener-
ate “on-demand” new sentences to be added to
linguistic resources in specific domains.

In addition, the use of automatic measures
like NIST (Doddington, 2002) or BLEU (Pa-
pineni et al., 2001) requires paraphrases. This
induces the need to annotate linguistic resources
with multiple paraphrases. Such paraphrases
are not easily gathered from, say, the Web.
They should be synonymous sentences that ex-
plicit possible lexical or syntactical variations
in order to cope with translation variations in
terms and structures (Babych and Hartley,
2004a).

Relatively to the aforementioned topics, we
propose a technique to expand a linguistic re-
source. It addresses the following two concerns.
Firstly, lexical or syntactical variations are dealt

with using a linguistic operation capturing com-
mutations: analogy (de Saussure, 1995, part 3,
chap 4). Secondly, it follows the trend of using
N -grams to reflect naturalness and partly judge
adequacy (Babych and Hartley, 2004b), as it
uses a filtering technique based on the absence
of unseen N -grams (Brill and Soricut, 2004)
(Lin and Hovy, 2003).

3 The linguistic resource used

For this study, we used the C-STAR collection of
utterances called Basic Traveler’s Expressions1.
This is a multilingual resource of expressions
from the travel and tourism domain. It con-
tains 162,318 aligned translations in several lan-
guages, and especially in English and Japanese.
The sentences are quite short as the figures in
Table 1 show. As for English, there are 97, 769
different sentences (some sentences may appear
several times) with an average length of 35.14
characters and a standard deviation of 18.81.

The quality of this resource is of 99% (p-
value = 1.92%) correct sentences. Errors in-
clude spelling and syntactical mistakes as is ex-
emplified in Table 2.

4 Over-generation by analogy

4.1 Method
The method relies firstly on the equality of
translation for different sentences and secondly
on linguistic commutations at work in analogies.
This is detailed in the sequel.

Firstly, it is reasonable to say that the equal-
ity in translation of different sentences implies a
paraphrase equivalence. For instance, the three
following English sentences A beer, please., Can
I have a beer? and Give me a beer, please., share
a common Japanese translation in our linguistic

1http://www.c-star.org/.



Table 1: Some statistics about the linguistic resource

] of 6= sentences size in characters
avg. ± std. dev.

English 97,769 35.14 ± 18.81
Japanese 103,274 16.21 ± 7.84

Table 2: Some incorrect sentences in the linguistic resource with their description.

∗ What famous store do you recommend?. (superfluous fullstop)
∗ Yes, This one. (uppercase after comma)
∗ Please fill out this registration from. (from instead of form)
∗ Good-by. (instead of Good-bye)
∗ Any massages for me? (massages instead of messages)
∗ I couldn’t here the announcement. (here instead of hear)
∗ I’m locked myself out. (incorrect syntax)

resource (ビールをください。). Therefore, they
are paraphrases. In our linguistic resource, one
Japanese sentence corresponds to 1.57 English
sentence in average.

Secondly, a given sentence may share com-
mutations with other sentences of the corpus.
Such commutations are best seen in analogical
relations. For instance, the sentence A slice of
pizza, please. enter in the analogies of Table 3.
By replacing in such analogies some sentences
with known paraphrases, it is possible to pro-
duce new sentences that do not already exist in
the linguistic resource. For instance, by replac-
ing A beer, please. with Can I have a beer?, in
the first analogy of Table 3, one gets the follow-
ing analogical equation, that is solved as indi-
cated.

I’d like a beer, please. : Can I have a beer? ::
I’d like a slice of pizza, please. : x

⇒ x = Can I have a slice of pizza?

It is then legitimate to say that the produced
sentence Can I have a slice of pizza? is a new
paraphrase of A slice of pizza, please.

4.2 Results
With our linguistic resource, the application of
the method generated 4, 495, 266 English sen-
tences. An inspection of a sample of 400 sen-
tences shows that the quality lies around 23.6%
of correct sentences (p-value = 1.19%).

As a matter of fact, analogy has a well-known
drawback: it overgenerates. For instance, with
the same analogy as previously, the replacement
of A beer, please. by A bottle of beer, please. will
produce the unfortunate following sentence: ∗A
bottle of slice of pizza, please.

Moreover, as no complete and valid formali-
sation of linguistic analogies has yet been pro-
posed, the algorithm used (Lepage, 1998) may
deliver strings which go against the linguistic
feeling. Two examples of such unacceptable
strings are as follows: ∗A slice to get of pizza,
please. and: ∗A slice of pizzthe, pleaset for
tha, please.

In order to retain paraphrases that are valid
at the same quality level of that of the origi-
nal linguistic resource, the second step of the
method has to spot and eliminate such sen-
tences.

5 Over-elimination by unseen
N-grams

5.1 Method
The task is thus to retain only those sentences
which are undoubtedly correct. As the number
of generated sentences is high, it is well per-
missible to eliminate sentences in case of doubt.
Therefore, while the method need have a preci-
sion as close as possible to 100%, a poor recall
is well acceptable. To this end, we eliminate
any sentence containing any N -gram unseen in



Table 3: Some analogies formed with sentences of the linguistic resource that show commutations
with the sentence A slice of pizza, please.

I’d like a beer,
please. : A beer, please. :: I’d like a slice of

pizza, please. : A slice of pizza,
please.

I’d like a twin,
please. : A twin, please. :: I’d like a slice of

pizza, please. : A slice of pizza,
please.

I’d like a bot-
tle of red wine,
please.

: A bottle of red
wine, please. :: I’d like a slice of

pizza, please. : A slice of pizza,
please.

Table 4: Some of the 678 strings output as para-
phrase candidates for A slice of pizza, please.

ieasiCe of pizza, please.
A cup of a slice of pizza, please.
A non-smoking table, I’d like a slice.
A room slice.
Bring me a slice of pizza, please.
Bring me a slice.
I’d like a a slice bed of pizza, please.
I’d like a a slice bed.
I’d like to have a a slice seat.
I’d like to have a a slice, please.
Some a slicee, plase.
Some slice of pizza, please.
. . .

the original data. Results obtained on two sen-
tences with different values of N are shown in
Tables 5 and 6. The next section shows that ac-
ceptable results are obtained which leave space
for improvement by more subtle N -gram scor-
ing methods.

5.2 Results
In order to obtain a quality rate for the para-
phrases at approximately the same level to that
of the original linguistic resource, the best value
for N was 20, a value to be compared with
35.14, the average length of sentences in the
original data. The number of sentences retained
after filtering was 51, 911, of which 34, 049 were
sentences already contained in the original re-
source. Adding the newly 17, 862 generated sen-
tences increases the linguistic resource by one
fifth. The quality of the filtered paraphrases was

evaluated by sampling: with a p-value of 2.22%,
99% of the paraphrases may be considered cor-
rect. This quality is approximately the same as
that of the original resource (99% with a p-value
of 1.92%). An overview of the errors in the gen-
erated paraphrases (e.g. Where is tourist area?)
suggests that they do not differ from the ones in
the original data (Where is information office?
is found in the original data, see 3).

6 Conclusion

In this paper, we reported a technique to in-
crease the size of a linguistic resource with para-
phrases. The technique works in two steps. The
first step over-generates whilst the second one
over-eliminates candidate strings. In an exper-
iment with 97, 769 English sentences we added
17, 862 paraphrases, which increases the origi-
nal resource by 18.32%. The quality is left un-
touched at 99% (p-value = 2.22%).

The originality of the technique is that all
work is done at the level on characters. Hence,
the technique is applicable to languages without
word segmentation, like Japanese.

Our results still leave room for improvement.
Firstly, the analogical technique used here con-
sists in a one-shot application: recursive appli-
cation should deliver a much greater number of
sentences. Secondly, N -gram filtering may be
improved by using values of N depending on the
length of the sentences at hand, and by using
the probabilities of the occurrences of N -grams
to perform standard N -gram scoring of the gen-
erated sentences.



Table 5: Paraphrases for A slice of pizza, please. after N -gram filtering (N = 15). These sentences
did not exist in the linguistic resource. The number on the left is the number of times the paraphrase
was produced.

51 Can I have a slice of pizza, please?
45 Could I have a slice of pizza, please?
12 A slice of pizza, please?
12 I’ll have a slice of pizza, please.
9 Can I have a slice of pizza, please.
9 I’d like a slice of pizza, please?
3 slice of pizza, please.

Table 6: Paraphrases for Can we have a table in the corner? after N -gram filtering (N = 20).
These sentences did not exist in the linguistic resource. The number on the left is the number of
times the paraphrase was produced.

1678 Could we have a table in the corner?
1658 We would like a table in the corner.
1652 I’d like a table in the corner.
878 Can we have a table in the corner?
50 Can I get a table in the corner?
8 We’d like a table in the corner.
2 I prefer a table in the corner.
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