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Abstract

It has become common to hear that the quality of a
language model directly depends upon the amount
of data used to construct it. Using larger and larger
training-sets usually has the major interest of re-
ducing model perplexity (or entropy). In the fol-
lowing work we address the problem of reducing a
corpus in size while maintaining its linguistic pro-
ductivity. We show how to extract an equivalent
corpus from a larger one with little incidence on
perplexity. The extracted corpus is an analogical
base-set from which we can generate back the sen-
tences of the original corpus.

Introduction

Natural language processing systems using train-
ing models usually require a fairly large amount of
data to perform efficiently. It has become common
to hear that the quality of a language model di-
rectly depends upon the amount of data that was
used to construct it (“There is no better data than
more data” [Banko 2001]). Consequently we tend
to use larger and larger training-sets, a practice
which has the major interest of decreasing model
perplexity (or entropy). Here we turn our at-
tention to cross-entropy and its derived perplex-
ity (derived from entropy) in terms of N-grams of
characters. The cross-entropy H(p) of an N-gram
model p(N-history..character i) on a test corpus
T = {s1,.., 59} of Q sentences, with s; = {czi..czésl}
a sentence of ), characters is:

Q Q.
Hp)= ——g——>_ D _logpi] (1)
Qs, i=1 j=1
where p; = p( | N+1..c§_1).
1 Extracting an equivalent

corpus

1.1 Equivalence by analogical pro-

ductivity

Our concern is to find a more general definition of
equivalence between corpora of different sizes that
makes sense on some linguistic level. Intuitively the

productivity of a corpus is related to its represen-
tativity of a given domain.

To this end, we shall use the notion of analogy as

found in neogrammarian and structuralist linguis-
tics, and partially formalised in [Lepage 96]. It has
been shown that analogy can be used to extract
subsets from a corpus that would be representative
of the entire original one [Lepage 97]. In the follow-
ing work, we show that this particular reduction in
corpus size has little incidence on the perplexity (or
entropy) of N-gram character models.
The property of analogy that is used in this work
is that for four given sentences for which the ana-
logical relation holds, any one sentence can be dis-
carded as it can be regenerated from the three re-
maining ones. This comes from the fact that con-
versely, from a triple of given sentences it may be
possible to generate a fourth sentence, 1.e. to solve
an analogical equation as shown on Figure 1.

1.2 On the fly Base-set Extraction

A base-set is a set of sentences from which we can at
least regenerate the sentences deleted in the process
of extraction and with no sentence in analogical
relation, i.e. we can regenerate at least the original
corpus. We call such a set, an analogical base-set
of the corpus and in the sequel, a base for short
as this set is an independent set (i.e. no sentence
from the base can be generated by analogy using
other sentences from the base) and as said above,
a generator set for the corpus.

To construct an analogical base-set from a given
corpus, we use an “on the fly” extraction algorithm
previously defined in [Lepage 96], which is in fact a
greedy algorithm: the corpus is processed from the
first sentence to the last one. The current sentence
is added to the base-set if and only if no analogy
holds with any triple of previous sentences from the
base-set. This algorithm ensures that an indepen-
dent set is built that is also a generator.

2 Experiments

2.1 Data

We conducted a series of experiments using the En-
glish C-STAR! part of an aligned multi-lingual cor-
pus, the Basic Traveller’s Expressions Corpus (usu-

1See http://www.c-star.org .



I’d like to have seafood. : I'd like to have Chinese food. = Do you like seafood? : x

= 1z = Do you like Chinese food?

Figure 1: Example of solving an analogical equation.

ally referred to as BTEC), a collection of sentences
from the tourism and travel domain.

Average Std.deviation
Words/line 5.94 3.25
Characters/line|  31.15 17.02

Figure 2: Words and Character per line average
and standard deviation for the BTEC C-STAR cor-
pus.

Altogether our data contain 162,318 sentences.
Experiments will be performed on incremental sets
of sentences from this corpus up to 142,318 sen-
tences, and are carried out on characters (as op-
posed to words). The 20,000 remaining sentences
are not used for training but as a test corpus to
compute cross-entropy and the derived test-set per-
plexity.

2.2 Base-set size

The sizes of the obtained analogical base-sets are
shown in Figure 3. The order of sentences is the one
of the BTEC?. We obtained a reduction of 15.16%
in the size of the entire corpus.

2.3 Base-set perplexity

For every (corpus,base) pair the corresponding per-
plexities are computed and shown on Figure 4 for
3-gram, 5-gram and 7-gram models (as the average
size in terms of characters is around 5.24). For all
three models, base-set perplexities stay close from
the ones of the original corpora as size increases.
Usually when a corpus is reduced in size by keep-
ing only some of its sentences, perplexity increases.
This is shown by computing the perplexity of three
corpora of sentences randomly taken from the origi-
nal corpus, equivalent in size to each obtained base-
set, which we then averaged. For all sizes and mod-
els, base-set perplexity is inferior to the average of
the corpora of equivalent size.

Here we could reduce corpus size, all the while
maintaining perplexity as close as we could to the
one of the original corpus. We retain linguistic pro-
ductivity, as the analogical base-set can be used to
(re)generate — at least — the original corpus.

Figure 5 shows comparative values for the en-
tire BTEC applied to 3-gram, 5-gram and 10-gram
models.

2The order of sentences should not significantly influ-
ence the sizes of the obtained base-sets as was observed in
[Lepage 97].

Corpus Base Variation
Size 142,318 120,745 —15.16%
3-gram 5.315 5.313 —0.03%
5-gram 2.622 2.624 +0.10%
7-gram 2.383 2.402 +0.79%

Figure 5: Change in perplexity and size for the
BTEC corpus.

3 Discussion and Future

works

3.1 Perplexity and the quality of
models

N-gram perplexity is defined by [Bahl 77] as
Pe(p) = 2F(). The lower the perplexity, the
more information was conveyed by the training set
[Rosenfeld 94], the better the expected quality of a
language model constructed from it (provided the
training set is large enough).It should be mentioned
that our work might differ from others on one main
point: we work on characters rather than words.
Perplexity on characters gives us an indication on
the range of the choice a model has to face when it
tries to predict the next character.

Test-set perplexity, derived from test set cross-
entropy is the most commonly used evaluation
method for language models, however it is harder
to interpret as new constraints arise : differences
between training and test data and the choice of
smoothing relative to data sparseness (this may not
be as important an issue as we use characters rather
than words : the number of different N-grams is
lower than when using words).

However, the assumption that test-set perplex-
ity (or entropy) is a relevant model quality indica-
tor is still to be proven. One of the known weak-
nesses of perplexity is that it is poorly correlated
to WER. [Chen 98]; this N-gram perplexity only ap-
proximates the total perplexity of a corpus, which
is logarithmically linked to the total entropy, itself
having shown to have a much higher correlation
with WER. It should also be pointed out that as
yet no work, to our knowledge, has investigated a
relationship between perplexity and character error
rate. The question of whether test-set perplexity
(or cross-entropy) on characters is a good indicator
of model quality therefore remains open.

3.2 Generation by analogy

Our work has shown that when faced with a corpus
size reduction task, one should choose an analogical
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Figure 3: Size and decrease in size when extracting a base-set.

base-set of this corpus rather than randomly elimi-
nating sentences, because the increase in perplexity
will then be minimal (for low-order N-grams it will
even decrease).

The next step is obviously to try and reverse the
process: unlike the BTEC which is made of short
to middle size sentences with a great proportion
of non-unique occurences, other available corpora
have greater occurence complexities. If we make
the assumption that such corpora tend to be inde-
pendent sets for analogy — 1.e. few analogies can
be extracted from such corpora — we should try to
generate from them and observe variations in size
and entropy. Should the process prove to be re-
versed correctly we could validate our assumption
and be able to automatically generate larger sets
with minimal perplexities.

Conclusion

By extracting an analogical base-set from a cor-
pus of 142,318 sentences, we have both reduced its
size (-15.16%) and slightly increased its perplexity
(+2.56% for 10-grams). If we make the assump-
tion that a given corpus of large complex sentences
(unlike the one used here) is an independent set for
analogy, it may be possible to reverse the process
— i.e. generate from that set — and increase cor-
pus size keeping perplexity minimal. This should
be investigated in future works.
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Figure 4: Perplexity and change in perplexity for 3-gram, 5-gram and 7-gram models respectively.




