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Abstract

In this paper, we present a solution to the problem of generating Chinese numeral classifiers using
semantic classes from an ontology. In order to select an appropriate classifier, we propose an algorithm
which associates classifiers with semantic classes and uses inheritance to list only exceptional classi-
fiers with individual nouns. In this paper, we show that our proposed algorithm is effective not only for
Korean and Japanese but for the genetically unrelated language Chinese.

1 Introduction

In this paper we extend a multi-lingual approach
to generate numeral classifiers from Japanese and
Korean to the unrelated language Chinese. We
have already shown that using the Goi-Taikei on-
tology is a effective way to generate classifiers of
Japanese and Korean (Bond and Paik, 2000; Paik
and Bond, 2001). One immediate application for
the generation of classifiers is machine translation,
and we shall take examples from there, but it is
needed for the generation of any quantified noun
phrase with an uncountable head noun.

2 An Algorithm to Generate Nu-
meral Classifiers

We use the algorithm given in Paik and Bond
(2001), an extension of the algorithm proposed by
Sornlertlamvanich et al. (1994). The algorithm is
shown in Figure 1.

The algorithm can be used when a noun is a
member of more than one semantic class or of no
semantic class. In the lexicon we used, nouns are,
on average, members of 2 semantic classes. How-

ever, the semantic classes are ordered so that the
most basic class comes first (Ikehara et al., 1997,
vol 1, p25). For example, usagi “rabbit” is marked
as both animal and meat, with animal coming
first. During contextual processing, other semantic
classes may become more salient, in which case
they will be used to select the appropriate seman-
tic classifier.

If a noun’s default classifier is the same as the
default classifier for its semantic class, then there
is no need to list it in the lexicon. This makes the
lexicon smaller. Further, it is easier to add new en-
tries. Any display of the lexical item (such as for
maintenance or if the lexicon is used as a human
aid), should automatically generate the classifier
from the semantic class. Alternatively (and equiv-
alently), in a lexicon with multiple inheritance and
defaults, the class’s default classifier can be added
as a defeasible constraint on all members of the se-
mantic class.

We use semantic classes from the ontology pro-
vided by Goi-Taikei — A Japanese Lexicon (Ike-
hara et al., 1997). We choose it because of its rich
ontology, its extensive use in many other NLP ap-
plications, its wide coverage of Japanese, and the
fact that it is being extended to other numeral clas-
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1. For a simple noun phrase

(a) If the head noun has a default classifier
in the lexicon:
use the noun’s default classifier

(b) Else if it exists, use the default classifier
of the head noun’s most salient semantic
class (the class’s default classifier)

(c) Else use the residual classifier
(- -tsu for Japanese; 7} -kae for Korean;
4™ -ge for Chinese)

2. For a coordinate noun phrase
generate the classifier for each noun phrase
use the most frequent classifier

Figure 1: Algorithm to generate numeral classifiers

sifier languages, such as Malay and Chinese.

The ontology has several hierarchies of con-
cepts: with both is-a and has-a relationships.
There are 2,710 semantic classes in a 12-level
tree structure for common nouns. Words can
be assigned to semantic classes anywhere in the
hierarchy. Not all semantic classes have words
assigned to them.

3 Classifiers and the Ontology

In this section we investigate how far the seman-
tic classes can be used to predict default classifiers
for Chinese using Japanese semantic classes. Be-
cause most sortal classifiers select for some kind of
semantic class, nouns grouped together under the
same semantic class will typically share the same
classifier.

We show the most frequent numeral classifiers
for Japanese in Table 1, for Korean in Table 2,
followed by Table 3 for Chinese. We ended up
with 47 classifiers used as semantic classes’ de-
fault classifiers for Japanese. This is in line with

the fact that most speakers of Japanese know and
use between 30 and 80 sortal classifiers (Downing,
1996). Note that, we expect to add more specific
classifiers at the noun level. For Chinese, there a
total of 82 classifiers, more than for Korean and
Japanese but still within the range predicted by
Downing.

As we can see from the Table 1, 794 semantic
classes were not assigned classifiers in Japanese.
This included classes with no words associated
with them, and those that only contained nouns
with referents so abstract we considered them to
be uncountable, such as freedom, greed, and so on.
For Korean and Chinese, 799 and 765 classes were
assigned no classifier.

The mapping we created is not complete be-
cause some of the semantic classes have nouns
which do not share the same classifiers. In order
to generate classifiers accurately, it is necessary to
add more specific defaults at the noun level (noun
default classifiers). As well as more specific sortal
classifiers, there are cases where a group classifier
may be more appropriate. For example, among the
nouns counted with A -nin in Japanese there are
entries such as couple, twins and so on which are
often counted with # -kumi “pair”.

In addition, the choice of classifier can depend
on factors other than just semantic class, for ex-
ample, in Chinese, unlike Japanese and Korean,
the residual classifier (> -ge4) can also be used
to count people. There are three classifiers specific
to counting people: {i/ -wei4 and 4 -ming?2 are po-
liter terms. A -ren2 is limited to appositive uses,
it is only used when the numeral classifier comes
after the target noun phrase, as in (1). It is also the
classifier used when the target is a pronoun.

1) #£ 3-A
student 3-CL
“3 students”

The most frequent numeral classifiers for Ko-
rean are shown in Table 2. Even though there are
similarities between Japanese and Korean, we find



CLASSIFIER  Referents classified No. % Sample Semantic Class
None Uncountable referents 794 293 3:agent

-kai  ([mE]) events 703 259 1699:visit

-tsu (D)  abstract/general objects 565 209 2:concrete

-nin (A) people 298 11.0 S:person

-ko ({8) concrete objects 124 46 854:edible fruit:
-hon () long thin objects 52 19 673:tree

-mai (%) flat objects 32 12 770:paper

-teki  (7%) liquid 21 0.8 652:tear

-dai (&) mechanic items/ furniture 18 0.7 962:machinery
-hiki  (Pt) animals 12 0.6 537:beast

Other 38 classifiers 91 34

Table 1: Japanese Numeral Classifiers and associated Semantic Classes

Referents classified

CLASSIFIER No. % Sample Semantic Class
None Uncountable referents 799 295 3:agent

-kae (7R)  abstract/general objects 737 27.1 2:concrete
-hyoi (3]) events 707 26.1 1699:visit
-myong (%) people 296 109 S:person
-bangul (%) liquid 26 10 652:tear

-jang (%) flat objects 24 09 770:paper

-dae () mechanic items/ furniture 20 0.7 962:machinery
-keun (71)  incidents 14 05 1717:contract
-mari (=}2g]) animals 14 0.5 537:beast
Other 26 classifiers 73 2.7

Table 2: Korean Numeral Classifiers and associated Semantic Classes

CLASSIFIER Referents classified No. % Sample Semantic Class
None Uncountable referents 765 28.2 3:agent

-cid (IK) events 692 255 1699:visit

-ged (V) general object/people 655 24.1 2:concrete

-weid (fi) people (honored) 68 2.5 228:doctor

-quai4  (3R) big objects 61 22 461:land

-ren2 (N) people 39 14 92:descendants
-tiao2  (%%) long thin objects 33 12 417:traffic route
-piand  (Jr) parts/pieces 25 09 2578:flake
-zhangl (3K) big flat objects 23 0.8 773:board

-ming2  (4&) people (respected) 22 0.8 351:expert

-dil () liquid 20 0.7 652:tear

-jiand  ({4) incidents 19 07 1717:contract
Other 70 classifiers 293 10.8

Table 3: Chinese Numeral Classifiers and associated Semantic Classes



some difference in both ranking and the kinds of
numeral classifiers. First of all, as we can see,
the most frequent classifier is -kae. This is be-
cause Korean has only one residual classifier, un-
like Japanese which has -tsu and -ko.

Also, many nouns are counted with the Japanese
shape classifiers A -hon “long-thin object” and #
-mai “flat object”, whereas the residual classifier 7§
-kae is frequently used in Korean. Chinese classi-
fiers also specify much detail with respect to shape
and size. For example, 3k -quai4 and A -piand
can be used for chunks of object, but 3R is used
for far bigger objects than F. 3K -zhangl and 1§
-mei2 are used for flat objects while {# -di/ and
% -tiao3 are used for tear shape objects and long
thin objects. This partly explains why Chinese has
so many ‘other’ type classifiers: 70 as opposed to
38 (Japanese other type classifiers) and 26 (Korean
other type classifiers).

Overall, Chinese has far more different classi-
fiers. As we can see from the Table 3, the classi-
fier for the general object /> -ge accounts for 655
semantic classes which is far fewer than Japanese
and Korean. In particular, after excuding the cases
(185) of counting penple from the 655 semantic
classes, /I -ge, counting general/concrete objects,
accounts for only 470 semantic classes. The rea-
son for this is that Chinese has more specific clas-
sifiers.  For example, Chinese has many different
classifiers for different types of animals. There-
fore horses are counted with [T, snakes with 4%,
bugs with R and pigs with 3k, where they would
all typically be counted with the same classifier in
Japanese and Korean.

Further, Japanese does not use the classifer 7
-zhangl for flat objects, whereas Chinese and Ko-
rean do. The classifier # -mei2 is used for flat
objects in Japanese, without considering what the
objects are made of and how big it is. Both of the
classifiers can count flat objects in Chinese and Ko-
rean, but 5K zhangl is used for relatively big ob-
jects and its coverage is wider than # -mei2, for
which the usage is limited to small and very thin
objects. One interesting area for further analysis
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would be to investigate the historical backgrounds
behind the variation among the three languages.

4 Conclusion

In this paper we presented an algorithm to generate
Japanese, Korean and Chinese numeral classifiers
using a common ontology. Mapping the classifiers
to the ontology show interesting differences in us-
age among the three languages.

For the further work, we plan to evaluate the
accuracy of generation for Chinese. In addition,
we want to investigate more syntactic and se-
mantic features related to the usage of classifiers.
This will leads to a greater understanding of
language-specific characteristics and consequently
to improve the quality of NLP processing for
classifier languages.
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