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1 Introduction

As the relationship between Japan and Indone-
sia gets stronger in various fields such as education,
economy, culture, research, and trade, the need of
automatic machine translation is increasing. How-
ever, there is still little research effort on Japanese-
Indonesian machine translation. Also, there is no
standard Japanese-Indonesian parallel corpora avail-
able to build a decent translation model. In this
study, we collect as many Japanese-Indonesian par-
allel data as possible and train state-of-the-art ma-
chine translation models in order to investigate their
performance on this specific language pair.

Indonesian or Bahasa Indonesia is the official lan-
guage of Indonesia. Indonesian is an SVO (Subject-
Verb-Object) language that uses the same alphabet,
syntax, and punctuations with English. In addition,
Indonesian affixes are important because slightly dif-
ferent affixes may have very different meanings.

On the other hand, Japanese is an SOV language
which uses kanji (chinese characters), hiragana, and
katakana in its writing system. Japanese has also an
extensive grammatical system to express politeness
and formality.

Considering these characteristics of Indonesian
and Japanese, machine translation between them
has lots of challenges due to their linguistic differ-
ences. Simon and Purwarianti [5] build a Japanese-
Indonesian statistical machine translation (SMT)
system, however, their data was limited as only 500
parallel sentence pairs*1. Purwarianti et al. [9] also
build a Indonesian-to-Japanese SMT system, but
they use English as a pivot and no direct transla-
tion is considered.

We examine the effectiveness of the state-of-the-
art machine translation models in order to under-
stand problems and challenges on this language pair.
Specifically, we evaluate SMT and neural machine
translation (NMT) models. NMT applies neural net-
work in translation and has begun to show promising
results for several resourceful languages like English-

*1confirmed by the authors

French and English-German. NMT requires a large
scale parallel corpora. Therefore, we collect a consid-
erable amount of parallel corpora that are publicly
available and use them to train the SMT and NMT
models. Experiment results show that SMT achieves
the best BLEU score. We find that vocabulary size
due to rich affixes in Indonesian is a challenge for
NMT.

2 Machine Translation Models

In this section, we briefly review translation sys-
tems that we compare in our experiments.

2.1 Statistical Machine Translation

The goal of an SMT system is to find translation
f given source sentence e by maximizing:

p(f |e) ∝ p(e|f)p(f), (1)

where p(e|f) and p(f) are called translation model
and language model, respectively [7]. Generally, the
translation model takes the log-linear form in re-
cent SMT systems with features and corresponding
weights:

log p(f |e) =
N∑
i=1

wifi(f , e) + logZ(e), (2)

where fi and wi are the i-th feature and weight, re-
spectively. The normalization constant, Z(e), does
not depend on the weights. The weights are opti-
mized to maximize the BLEU score on a development
set.

2.2 Neural Machine Translation

2.2.1 Encoder-Decoder Model

Recent NMT models use the encoder-decoder
framework proposed by [2], where encoder and de-
coder are realized using Recurrent Neural Network

Copyright(C) 2017 The Association for Natural Language Processing. 
All Rights Reserved.　　　      　　 　　 　　　 　　　　　　　　　　― 757 ―



(RNN). The encoder reads a source sentence and en-
codes it into a fixed-length vector, called context vec-
tor. The decoder generates translation by decoding
the context vector into a sentence of variable length.

RNNs use recursion to compress a sequence of in-
put symbols into a context vector. Assume at step
t that we have a vector ht−1 which is the history
of all previous symbols. The RNN will compute its
internal state, ht which compresses all the previous
symbols (x1,x2,...,xt−1) including the current sym-
bol xt by calculating

ht = ϕθ(xt,ht−1), (3)

where ϕθ is an activation function parametrized by
θ which takes the current symbol xt and the history
ht−1 as its input. After reading the end of the se-
quence, the hidden state of the RNN, hlen(x) is the
context vector c of the whole input sequence.

The decoder is another RNN which is trained to
generate the output sequence by predicting the next
symbol yt given the hidden state ht. Unlike the
encoder, both yt and ht are also influenced by the
previous predicted symbol yt−1 and the context vec-
tor c of the input sequence. Therefore, the hidden
state of the decoder at step t is calculated by,

ht = ϕθ′(yt−1,ht−1, c), (4)

and the conditional distribution of the next symbol,
yt is computed by

P (yt|yt−1,yt−2, ...,y1, c) = ψ(yt−1,ht−1, c), (5)

where ψ produces valid probabilities, e.g. with a soft-
max. The encoder and decoder are jointly trained to
maximize the conditional log-likelihood. A parallel
corpus Ω with N pairs and each sample in the corpus
(Xn, Y n) of source and target sentences are required.
Given any pair from the corpus, the NMT model
computes the conditional log-probability of Y n given
Xn: logP (Y n|Xn,θ) and log-likelihood of the whole
training corpus as

L(Ω, θ) = 1

N

N∑
n=1

logP (Y n|Xn,θ). (6)

The parameters θ are tuned by maximizing Eq. 6.

2.2.2 Attention Mechanism

As variations of RNN that overcomes its limita-
tions, long short term memory [4] and gated recur-
rent unit (GRU) [3] are commonly used in recent
NMT systems. In addition, Bahdanau et al. [1]
show that encoding input sequence in bi-direction
improves translation quality, which is called as bidi-
rectional RNN.

Attention mechanism has been shown to signifi-
cantly improve translation quality in NMT, which

Table 1: Composition of our Japanese-Indonesian
Parallel Corpus

Name of Source # of pairs portion
Open Subtitle 2016 695, 582 95.87%

Asian Language Treebank 20, 106 2.77%
Tanzil 8, 127 1.12%

Global Voices 1, 208 0.17%
Tatoeba 472 0.07%

Total 725, 495 100%

Table 2: Statistics of training, development, and test
sets

data division # of pairs portion

test set 72,552 10%
development set 65,295 9%

training set 587,648 81%

Total 725, 495 100%

was first introduced in [1]. Attention mechanism
learns soft alignment between the source and target.
It variates the value of context vector c by giving
weight to hidden states of the encoder. An output
sequence yi is conditioned on context vector ci cal-
culated by,

ci =

len(x)∑
j=1

αijhj , (7)

where αij is the weight for hidden state hj to context
vector ci.

3 Experiment Settings

3.1 Dataset

There is no standard parallel corpus for Japanese-
Indonesian machine translation research as we men-
tioned. Thus we collect various parallel data, as sum-
marized in Table 1.
The parallel corpus of highest quality isAsian Lan-

guage Treebank*2 but consists of around 20,000 pairs
only. Therefore, we decided to add subtitles and
other parallel data to our corpus. All the other par-
allel corpora can be downloaded from OPUS*3.
The limitation of our dataset is that the majority

of the subtitles are incomplete sentences with con-
siderable amount of noise. The characteristics and
preprocesses of each parallel corpus to remove the
noise are described below.

*2http://www2.nict.go.jp/astrec-att/member/

mutiyama/ALT/
*3http://opus.lingfil.uu.se/
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Asian Language Treebank [10] The treebank is
created by a joint project among seven insti-
tutes, BPPT, I2R, IOIT, NECTEC, NIPTICT,
UCSY, and NICT, for making parallel tree-
bank for eight languages. The original sentences
were samples of 20, 000 sentences from English
Wikinews, and these sentences were translated
into the other seven languages.

Global Voices The corpus contains news articles
from the website of globalvoices.org. It was orig-
inally 1281 sentences, but we reduced to 1208
sentences due to bad translations. Some trans-
lations were not in the correct order and some-
times in other languages, such as Japanese and
Arabic. We filtered them out manually.

Open Subtitle 2016 This corpus is from movie
subtitles and mainly occupies our dataset. The
original data is quite noisy as it contains song
lyrics, shifted translations, and rarely used sym-
bols. It also contains many unbalanced parallel
data, which means the amount of information in
source and target sentences are unequal. We re-
duced the original 729, 162 sentences to 695, 582
sentences. We removed data noise using regular
expressions as well as manual check of samples.

Tanzil A collection of Quran translations compiled
by the Tanzil project. Because of different in-
terpretation and explanation in each language,
the Indonesian version tends to contain more
information and sometimes much longer than
the Japanese version. We calculate the ratio of
Japanese to Indonesian sentence and only allow
sentence pairs with ratio bigger than 0.8. The
corpus size is reduced from 18708 to 8127 sen-
tences.

Tatoeba A corpus from tatoeba.org, a free collabo-
rative online database of example sentences for
foreign language learners. It contains 472 simple
sentences.

After preprocessing the data, we divide them into
test set, development set, and training set as shown
in Table 2. We kept the ratio of sentence pairs from
each data source consistent among training, develop-
ment, and test set.

Finally, we useMeCab[8] as the Japanese tokenizer
and english tokenizer provided in Moses[6] for the
Indonesian as it has similar syntax to English.

3.2 Implementations

We evaluate the performance of Japanese-to-
Indonesian machine translation on:

• Moses: phrase based SMT

Table 3: Setting of the NMT models. Layer size (l.
size), word embedding dimension (embed. size), and
attention mechanism (attn).

Name layers l. size embed. size attn
RNNenc 1 1024 1024 no
mRNNa 3 1024 1024 yes
biRNN 1 1000 620 yes

• RNNenc [11]: simple RNN encoder-decoder
model

• mRNNa [11]: multi-layer RNN with attention

• biRNN [1]: bidirectional RNN

We use GRUs for all the NMT models and set
all the vocabulary size to 60,000 of each languange.
All NMT models are trained for 10 epochs. Other
settings are shown in Table 3.
On Moses, we use GIZA++ for word alignment.

Tokenization, truecasing, and cleaning are done be-
fore training. In the cleaning process, we limit
sentence length to 80. The system uses a lexical-
ized reordering model (settingmsd-bidirectional-fe in
Moses) and 3-gram language model. Then, the sys-
tem is tuned with our development set.
We use implementations of RNNenc and mRNNa

available at Tensorflow library*4. On RNNenc, the
embedding attention is removed and the model is
trained with only one layer. Buckets of both models
are set to 4 that fit sentence with length at most 50.
We also changed SGD to Adagrad optimizer for its
superior optimization capability.
As for biRNN, we use an implementation by the

authors*5. It has the same parameter with model
named RNNsearch-50 in [1]. The beam-size for de-
coding is set to 12.

3.3 Evaluation Metric

Trained models are evaluated using BLEU with
a script (multi-bleu.perl) provided in Moses. BLEU
score enables us to compare different translation sys-
tems under the common corpus. Note that there is
only one reference translation per source sentence in
our test set.

4 Results and Discussions

Table 4 shows the BLEU scores on the test
set, where Moses achieves the highest BLEU score:

*4https://github.com/tensorflow/models/tree/master/

tutorials/rnn/translate
*5https://github.com/sebastien-j/LV_groundhog
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Table 4: BLEU scores on the test set. The sec-
ond and third column show the scores on translated
sentences, and on the sentences removed unknown
words, respectively.

system All w/o UNK

Moses 8.78 9.34
RNNenc 4.45 4.96
mRNNa 4.57 5.16
biRNN 4.85 6.45

8.78 on original translations and 9.34 on transla-
tions removed unknown words, respectively. biRNN
achieves the highest score among the NMT models.
Its BLEU score largely improves from 4.85 to 6.45
when removing unknown word. It shows that solv-
ing the unknown-words problem on NMT will give
improvement on this model. Thus, we plan to apply
byte pair encoding in future following the procedure
in recent NMT systems.

RNNenc and mRNNa are largely different in their
mechanism asmRNNa has attention model as well as
2 more layers in its network. However, improvement
from RNNenc to mRNNa is limited, only 0.12 BLEU
score on original translations. It may be due to the
characteristic of our dataset that contains many in-
complete and short sentences from subtitles. Such
short sentences may not need the attention mecha-
nism.

As we mentioned that Open Subtitle 2016 contains
a large number of unbalanced translations. It may
disturb NMT to learn correct translations. We ex-
pect NMT models show higher performance if we
could prepare a cleaner parallel corpus. In addition,
the characteristics and differences on Japanese and
Indonesian: affixes and grammars also have to be
considered, which is our future work.

5 Conclusion and Future Work

This study has evaluated the performance of state-
of-the-art machine translation systems on Japanese-
to-Indonesian translation task. Although we col-
lected as many parallel corpora as possible, still the
amount and quality of the parallel corpora are not
satisfactory. Insufficient parallel data remains a big
challenge on this language pair.

To reduce the number of vocabularies, a morpho-
logical analyzer for Indonesian is desired, as in this
research we only use english tokenizer. In addition,
we did not handle affixes that actually makes the vo-
cabulary size large due to their combinations. Pre-
processes to Japanese particles and time-based verb
form, which does not exist in Indonesian, may fur-
ther improve the translation quality. We will work

on these challenges as the next step.
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