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Abstract

Bilingual hierarchical sub-sentential alignment used in

conjunction with sampling-based multilingual alignment

has been shown to achieve high quality of sub-sentential

alignment, despite its simplicity. We accelerated this

method. In this paper, we evaluate the resulting align-

ments on several machine translation tasks. We demon-

strate that this method leads to state-of-the-art results.

The training phrase is much faster than the standard base-

line (GIZA++/Moses). Also, decoding times are reduced

because smaller phrase tables are obtained.

1 Introduction

Phrase-based Statistical Machine Translation (PB-SMT),

which is built upon the word alignment output, has ma-

tured greatly over the past 10 years and is the most

prominent approach nowadays. Still, the construction of

high-performance translation systems requires a signifi-

cant processing time in spite of using optimized comput-

ing resources and parallel programming techniques. As

one of the most time-consuming processing step, word

alignment affects the quality of translation systems. A

more effective word alignment leads to decrease in time

cost because decoding with a smaller phrase table pro-

duced by the training process, is faster.

Sub-sentential alignment consists in identifying transla-

tion units from a sentence-aligned parallel corpus. Nu-

merous methods have been proposed to compute sub-

sentential alignments from parallel sentences. These

methods are divided into two main categories, the proba-
bilistic and the associative1 approaches.

The probabilistic approach attempts at determining the

best set of alignment links between source and target

words or phrases in parallel sentences. IBM models [2]

are the most widely used representatives in this category,

due to their tight integration within the PB-SMT frame-

work (e.g. GIZA++[12] for Moses Toolkit2). A global

optimization process simultaneously considers all possi-

1Also called ”heuristic” in [12].
2http://www.statmt.org

ble associations in the entire corpus and estimates the pa-

rameters of the parallel corpus.

However, this global process is time-consuming espe-

cially when working on large parallel corpora. It results

in all words or phrases in the parallel corpus having to

be aligned synchronously. Unfortunately, not all aligned

parallel sentence pairs are used to translate a given input

text. In addition, to supplement new parallel sentences

into an original corpus is a squander of resource when

the system runs the alignment process for the whole cor-

pus while only a few of new sentences are appended.

The associative approaches, introduced in [4], do not rely

on an alignment model, but on independence statistical

measures. The Dice coefficient, mutual information [4],

and likelihood ratio [3] are representative cases of this

approach. The associative approaches use a local maxi-

mization process in which each sentence is processed in-

dependently.

Anymalign, introduced in [11], is an associative sub-

sentential alignment method which has been shown to ob-

tain better results than state-of-the-art methods on bilin-

gual lexicon induction tasks if the evaluation is performed

by comparing word associations with reference dictionar-

ies. This method samples large numbers of sub-corpora

randomly to obtain source and target word occurrence

distributions. The more often two words have the same

occurrence distribution over particular sub-corpora, the

better the association score between them. However,

phrase tables directly produced by Anymalign fail to per-

form on par with state-of-the-art methods.

Cutnalign, introduced in [10], is a bilingual hierarchi-

cal sub-sentential alignment method. The method obtains

better sub-sentential alignments at the sentence level, due

to a recursive binary segmentation of the alignment ma-

trix used to process the parallel sentences [10]. The

improvement is due to its simplicity. It yields a com-

parable performance in comparison with other methods

because processing large numbers of randomly sampled

sub-corpora with Anymalign delivers accurate associa-

tion measures and a good coverage for the whole corpus.

In this work, we extend the work in [10], especially

in decreasing time costs by bilingual hierarchical sub-

sentential alignment so that the resulting alignments can
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be used to obtain state-of-the-art results with even only

half of the processing time required by the usual baseline

(GIZA++/Moses). The rest of this paper is organized as

follows: Section 2 describes this associative alignment

approach and our improvement. Section 3 presents an

evaluation on several, complementary machine transla-

tion experiments, and some analysis of the results. Sec-

tion 4 concludes this work and discusses future research

directions.

2 Hierarchical sub-sentential align-
ment

[10] proposed a sub-sentential alignment algorithm based

on a recursive binary segmentation process of the align-

ment matrix between a source sentence and its transla-

tion. This method mainly has three steps. Firstly, the

strength of the translation link between any source and

target pair of words (s, t) is computed as the product of

the two translation probabilities p(s|t) and p(t|s).

w(s, t) = p(s|t)× p(t|s) (1)

The work of [15] on document clustering inspired the

method for the segmentation of sentences into subparts.

[10] adapted it to the search of the best alignment be-

tween words of a source sentence and those of a target

sentence by recursively segmenting and aligning subparts

of sentences. Figure 1 shows an example of the alignment

result using the method.

i regret that it is not going to be easy .
cela

ne
sera
pas

f acile
et
je
le

regrette
.

Figure 1: An example of alignment result using this

method. A black block represents a word alignment.

In comparison with the implementation used in [10],

based on an analysis of all particular cases and their sepa-

rate implementation, our new implementation is 50 times

faster than the one used in [10]. In order to visualize and

compare sub-sentential alignments output by MGIZA++

and Cutnalign, we also implemented a visualization tool

of alignment matrices. Figure 2 and Figure 3 show ex-

amples that illustrate different alignments obtained on the

same sentence pair using this method, and the commonly

used method implemented in Moses.

3 Experiments

3.1 Experiment settings

Here, we basically reproduce experiments in [10] with

similar results, but show large reductions in overall pro-

cessing time. Our alignment method is evaluated within

a PB-SMT system built by using the Moses toolkit [9],

the Ken Language Modeling toolkit [6] and a lexical-

ized reordering model [8]. We built systems for three

languages pairs involving 5 European languages3: fr-en,

fi-en (agglutinating language-isolating language), and es-

pt (very close languages). For each language pair, the

training corpus is made of 347,614 sentences from the

Europarl parallel corpus v3 [7] (10 million word tokens

in English). The tuning set contains 500 sentences, and

38,123 sentences were used for testing. Each group of

experiments was run on machines with the same config-

uration. Translations were evaluated using BLEU, WER,

and NIST. We compared two settings: MGIZA++ [5] and

Anymalign-4 + Cutnalign, as described below.

MGIZA++ MGIZA++ implements the IBM models

and the HMM [14]. It is run with default settings: 5 it-

erations of IBM1, HMM, IBM3, and IBM4 in two direc-

tions of source to target and target to source. The align-

ments are produced by MGIZA++ and a phrase table is

extracted from the alignments using the grow-diag-final-

and heuristic [1] integrated in the Moses toolkit. This

training process is described in Figure 4.

Figure 4: Main training modules and models of

MGIZA++ with Moses Toolkits.

Anymalign-4 + Cutnalign Anymalign has been de-

signed to directly build phrase tables. As it can be

stopped at any time, and in order to reduce the total time

of alignment, its running time is set so that it runs for

half the time used by MGIZA++. In addition, we set

the length of output phrases to 4 (hence our notation

Anymalign-4). Cutnalign implements the algorithm de-

scribed in Section 2. We passed the alignments output by

Cutnalign, whose input is the phrase table produced by

Anymalign-4, to the grow-dial-final-and heuristic of the

Moses Toolkit to build phrase tables. Figure 5 describes

the training process in this setting.

3English (en), French (fr), Spanish (es), Portuguese (pt), Finnish (fi).
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Figure 2: Sub-sentential alignment output by MGIZA++ Figure 3: Sub-sentential alignment output by Cutnalign on

the same sentences as in Figure 2. This alignment is better.

Figure 5: Main training modules and models of

Anymalign-4 + Cutnalign with Moses Toolkits.

3.2 Results

The results of the experiments are presented in Table 1.

Anymalign-4 + Cutnalign produces better alignments

in French-English and Spanish-Portuguese relatively to

MGIZA++, and gets slightly better scores for this rea-

son. In Finnish-English, however, the score in BLEU de-

creases. The phrase tables extracted from our method are

much smaller than those obtained with MGIZA++: they

contain twice less entries in average. The average lengths

of entries are almost equal to those in MGIZA++’s phrase

tables.

Because we set the running time of Anymalign to half

that of MGIZA++, the total time required by our align-

ment method, which includes two parts Anymalign-4 and

Cutnalign, is much shorter than that of MGIZA++. In

addition, as smaller phrase tables are extracted by our

method, lower times for tuning and for decoding are ob-

served. Obviously, our method yields large improve-

ments in processing speed. Moreover, alignments pro-

duced by our method still lead to state-of-the-art scores

in two out of three of the representative language pair ex-

periments.

4 Conclusion
In this paper, we have shown that it is possible to acceler-

ate development of SMT systems following the work of

[10] on bilingual hierarchical sub-sentential alignment.

The resulting alignments in several machine translation

experiments led to superior or similar translation quality

result and a significant reduction of processing time. In

addition, as stressed in [13], because better alignments

extract fewer phrase pairs, the decoding time is also re-

duced when searching the most possible translation from

the phrase tables.

Many future research directions are possible. Firstly, our

visualization program shows that, occasionally, some big

blocks in alignment matrices cannot be segmented. We

will try to solve this problem by improving our imple-

mentation of Cutnalign. Secondly, according to exper-

iments in Section 3, the mitigated results in Finnish to

English ask for experiments on more language pairs. Fi-

nally, thanks to the anytime nature of Anymalign, we

want to inquire the relationship between the time alloted

Copyright(C) 2015 The Association for Natural Language Processing. 
All Rights Reserved.　　　      　　 　　 　　　 　　　　　　　　　　― 734 ―



Language Setting BLEU WER NIST Entries Avg lenth Avg lenth Total

pair (%) (%) (millions) of source of target time

entries entries

fr-en MGIZA++ 34.28 45.93 9.0816 23.8 4.42 3.97 14h14min

Anymalign-4 + Cutnalign 34.33 46.10 9.0623 12.7 4.34 3.95 10h51min

es-pt MGIZA++ 36.49 46.54 9.3545 30.6 4.35 4.30 25h37min

Anymalign-4 + Cutnalign 36.70 46.26 9.3913 16.8 4.38 4.28 18h03min

fi-en MGIZA++ 24.65 56.68 7.3026 20.3 3.26 4.26 15h13min

Anymalign-4 + Cutnalign 23.85 59.87 6.9711 7.4 3.31 4.00 7h28min

Table 1: Results: the first three columns (BLEU, WER and NIST) report performance in machine translation. The

following three columns display various characteristics of the phrase tables: the number of entries and the average length

of source and target phrases in words. The last column shows the total time, i.e., training + tuning + decoding, for each

translation system

to Anymalign and the translation quality. Even shorter

development times may well lead to state-of-the-art trans-

lation quality.
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