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1 Introduction

This paper tackles the problem of distinguishing, among verbal complements, between arguments and adjuncts (hereafter AAD for “argument/adjunct distinction”). This topic has been studied extensively in natural language processing, notably in dependency analysis, predicate frame acquisition, and semantic role labeling. However, only a few works tried to account for the existence of a continuum between arguments and adjuncts.

In this paper, we introduce two linguistically motivated AAD criteria developed for the case of Japanese, with respect to the continuum between arguments and adjuncts, and compared them to a baseline, following different evaluation methods, on more than 30,000 predicative structures.

2 Related work

First attempts to automatically distinguish arguments from adjuncts appear in the early 90’s with works on subcategorization frame acquisition and prepositional phrase attachment ambiguity. Since then, only a few of studies [8] took into account the hypothesis of a continuum between arguments and adjuncts, often expressed in traditional linguistics.

As for Japanese, linguists have shown interest in developing specific distinction criteria [5] as well as validating existing criteria formerly developed for other languages [4]. To our knowledge, however, no work tackles the AAD problem in Japanese in an automatic way. Studies on related topics (e.g. predicate frame acquisition, corpus annotation) barely evoke the subject.

The contribution of this paper to the AAD is double. To our knowledge, this is the first work to treat in an automatic way the AAD problem in Japanese with respect to the continuum between arguments and adjuncts.

3 Methodology

3.1 Modeling the continuum between arguments and adjuncts

We approximate a representation of the continuum between arguments and adjuncts by modeling the two extremes of the continuum with reliable examples of arguments and adjuncts. We call these complements prototypical arguments and prototypical adjuncts respectively.

We define a prototypical argument as a type of complement which appears in every predicate frame (i.e. usage) of a given verb. We define a prototypical adjunct as a type of complement which appears in none of the predicate frames of a given verb.

Given a predicate frame lexicon we propose to build two sets of verbs: verbs which lead to the identification of prototypical arguments, and verbs which lead to the identification of prototypical adjuncts.

We model each extreme of the continuum by extracting predicative structures of verbs from these two sets from a parsed corpus.

3.2 The distinction criteria

Distinction criteria are implemented so as to compute a degree of autonomy for a (head-noun, casemarker, verb) triple noted \((h, c, v)\). A degree of autonomy ranges from 0 to 1, 0 corresponding to an argument and 1 corresponding to an adjunct. When a situation is undecidable the degree of autonomy should be equal to 0.5.

Ordering of complements According to [9], arguments tend to be closer to the verb than adjuncts do. From a theoretical point of view, this criterion may seem irrelevant to Japanese because the order of the complements before the verb is not strictly defined. However, according to [3], there exists a natural order of the complements.
We express the following constraints for implementation of this criterion:

- Complements close to the verb should have a lower degree of autonomy than more distant complements.
- When only one complement is attached to the verb, or when a complement is at a median position – the degree of autonomy should be neutral (i.e. 0.5).
- The measure should not penalize prototypical arguments which eventually get distant from the verb, or prototypical adjuncts which get close to it.

Let us consider a verb $v$ and a set of $n$ complements (i.e. a verb and all its syntactic dependents). Complements are numbered from 1 to $n$. 1 is the most distant complement to the verb, and $n$ is the closest complement to the verb. We define the distance as the ratio between the position $i$ of a complement and the total number of complements. We add $\frac{1}{2}$ to the numerator so as to capture undecidable cases.

$$\text{dist}(h, c, v) = \frac{(n - i) + \frac{1}{2}}{n} \quad (1)$$

The degree of autonomy of a $(h, c, v)$ triple corresponds to the arithmetic mean of all of its distance scores computed from all the examples it appears in.

$$\text{auto}_\text{ord}(h, c, v) = \frac{\sum \text{dist}(h, c, v)}{C(h, c, v)} \quad (2)$$

Joint productivity According to [2], adjuncts tend to appear with a broader range of verbs than arguments. Also, verbs tend to have a stronger selection for case-markers introducing arguments than for those introducing adjuncts. That is, $(h, c)$ pairs yielding a high productivity$^{1}$ tend to indicate adjuncts, while $(c, v)$ pairs yielding a high productivity tend to indicate arguments.

We express the following constraints for implementation of this criterion:

- Complements exhibiting a high productivity should have a higher degree of autonomy than complements exhibiting a low productivity.
- $(c, v)$ pairs with a higher productivity introduce complements with a lower degree of autonomy.
- $(c, v)$ pairs with a lower productivity introduce complements with a higher degree of autonomy.
- When there is only one occurrence of a pair, its degree of autonomy should be neutral (i.e. 0.5).
- The two measures of productivity should be combined so as to compute the degree of autonomy of a $(h, c, v)$ triple.

Let us consider $h$ and $c$, a head-noun and a case-marker respectively, and $V$ the set of all verbs. In order to produce a value between 0 and 1 we normalize the productivity of the $(h, c)$ pair using its frequency of occurrences. We add 1 to the frequency (i.e. the denominator) to capture undecidable cases.

$$\text{prod}_{h,c}(h, c, v) = \frac{1}{(\sum_{v' \in V} C(h, c, v')) + 1} \quad (3)$$

Let us consider $c$ and $v$, a case-marker and a verb respectively, and $H$ the set of all head-nouns. The same normalization and smoothing techniques as in (3) are applied here too. Also, contrary to the $(h, c)$ productivity measure, here a high productivity indicates an argument. To comply with our convention (i.e. 0 for arguments, 1 for adjuncts) we take the difference to 1.

$$\text{prod}_{c,v}(c, v, v) = 1 - \frac{1}{(\sum_{h' \in H} C(h', c, v)) + 1} \quad (4)$$

Finally, these two measures of productivity are combined by computing their geometric mean.

3.3 Evaluation

Evaluation is performed on predicative structures of the model, containing at least one prototypical argument and one prototypical adjunct.

We compute the degree of autonomy of each prototypical argument and each prototypical adjunct. If the complements are properly ordered along the continuum – that is, if all prototypical arguments were assigned a lower degree of autonomy than any prototypical adjunct – then we consider the predicative structure as correctly analyzed.

4 Experiments

4.1 Setup

Model We built two sets of verbs using 動詞根構造 シソーラス (dousikoukouzu sisoorasu, verb-argument structure thesaurus, hereafter VAST) [10] as a predicate frame lexicon. We considered verbs containing a wo-marked argument in all their predicate frames as clues for identifying prototypical arguments, and verbs containing a de-marked argument in none of their predicate frames as clues for identifying prototypical arguments. A description of the two sets of verbs is given in Table 1.

We used the 2009 edition of the Balanced Corpus of Contemporary Written Japanese [7] as a corpus of raw text. Predicative structures of verbs were extracted using the two sets of verbs and CaboCha2 [6]. A description of the two sets of examples is given in Table 2.

\footnote{Cabocha version is 0.64. We use MeCab (version 0.993) for part-of-speech tagging and morphological analysis, and icadip (version 2.7.0) as a Japanese part-of-speech dictionary. We use the default configuration.}
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As baseline, we use two measures used in [1]. Selectional preference is defined as the probability for a head-noun to cooccur with a given \((c,v)\) pair. PMI measures the association between a verb and a case-marker.

Evaluation As test data, we built a set of examples containing at least one prototypical argument and one prototypical adjunct, \(i.e.,\) examples appearing in both sets of examples and containing at least one \(w_o\)-marked complement and one \(d_e\)-marked complement. The test data consists in 31,531 unique examples.

In addition to our own evaluation method, we considered evaluations from previous works on the AAD. At a lexical level, we evaluate the number of correctly classified complements. At a clause level, we evaluate the number of correctly analyzed clauses, that is, clauses where all complements have been correctly classified.

Both methods above require a threshold to classify complements between arguments and adjuncts. We used an optimized threshold inspired by [1]. It is defined as the value that splits the test data into two groups of complements which sizes correspond to the exact number of prototypical arguments (for the lowest values) and the exact number of prototypical adjuncts (for the highest values).

### 4.2 Results

The results of the evaluation are given in Table 3.

The results of the two baselines, as evaluated with M1, are similar to those obtained by [1] with the same evaluation method. This gives credit for the validity of our model.

With our continuum-based evaluation method M3, the ordering criterion performed the best with almost 82 percent of correctly analyzed examples. The selectional preference baseline performed the worst with only just over 35 percent of correctly analyzed exam-

### Table 1: The two sets of verbs. Ratios in parentheses indicate the coverage of VAST.

<table>
<thead>
<tr>
<th></th>
<th>Verbs</th>
<th>Predicate-frames</th>
</tr>
</thead>
<tbody>
<tr>
<td>(w_o)-set</td>
<td>2,560 (49%)</td>
<td>4,671 (46%)</td>
</tr>
<tr>
<td>(d_e)-set</td>
<td>4,954 (95%)</td>
<td>9,416 (91%)</td>
</tr>
<tr>
<td>VAST</td>
<td>5,190 (100%)</td>
<td>10,364 (100%)</td>
</tr>
</tbody>
</table>

Table 2: The two sets of examples. Table shows the number of examples retrieved as well as the number of prototypical arguments and prototypical adjuncts.

<table>
<thead>
<tr>
<th></th>
<th>Count</th>
<th>Arguments/adjuncts</th>
</tr>
</thead>
<tbody>
<tr>
<td>(w_o)-set</td>
<td>1,041,818</td>
<td>504,391 ((w_o))</td>
</tr>
<tr>
<td>(d_e)-set</td>
<td>1,890,151</td>
<td>144,481 ((d_e))</td>
</tr>
</tbody>
</table>

**Figure 1** shows the distribution of the complements along the continuum that we obtained according to the \((h,c)\) productivity measure.

It appears that most prototypical arguments are assigned a lower degree of autonomy than prototypical adjuncts. Thus the result complies with what we were expecting in the first place.

Figure 2 shows the distribution of the complements along the continuum that we obtained according to the \((c,v)\) productivity measure.

It appears that most prototypical arguments are assigned a higher degree of autonomy than prototypical adjuncts thus the criterion proposed by [2] does not seem to apply to Japanese.

According to this result \((c,v)\) pairs exhibiting a high degree of productivity tend to indicate an adjunct (and not an argument), \(i.e.,\) in the case of Japanese, arguments tend to belong to smaller semantic classes than adjuncts thus yielding a lower \((c,v)\) productivity. As for implementation as an AAD criterion, it corresponds to equation (4) without the difference to 1.

---

3 Due to the important number of values to plot. Values have been grouped by intervals of 0.05.
Table 3: Accuracy of the different distinction criteria with three different evaluation methods: at a lexical level with thresholding (M1), at a clause level with thresholding (M2), and continuum-based (M3).

<table>
<thead>
<tr>
<th></th>
<th>M1</th>
<th>M2</th>
<th>M3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Selectional preference</td>
<td>43.60</td>
<td>13.60</td>
<td>35.20</td>
</tr>
<tr>
<td>PMI</td>
<td>62.66</td>
<td>39.47</td>
<td>62.68</td>
</tr>
<tr>
<td>1st evaluation</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ordering (C1)</td>
<td>79.29</td>
<td>69.68</td>
<td>81.90</td>
</tr>
<tr>
<td>Joint productivity (C2)</td>
<td>50.32</td>
<td>23.16</td>
<td>48.06</td>
</tr>
<tr>
<td>$\mu$(C1,C2)</td>
<td>73.03</td>
<td>56.58</td>
<td>78.70</td>
</tr>
<tr>
<td>2nd evaluation</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Joint productivity (C3)</td>
<td>75.37</td>
<td>53.68</td>
<td>88.23</td>
</tr>
<tr>
<td>$\mu$(C1,C3)</td>
<td>83.68</td>
<td>72.21</td>
<td>87.79</td>
</tr>
<tr>
<td>Oracle(C1,C3)</td>
<td>-</td>
<td>-</td>
<td>96.72</td>
</tr>
</tbody>
</table>

Figure 2: Complement distribution along the continuum according to the $(c,v)$ productivity measure.

We update our joint productivity criterion with this new measure of productivity and run a new evaluation. Results are shown in Table 3 as “2nd evaluation”.

It appears that the new joint productivity criterion C3 performs better than any other criterion.

However, we also observe that with both versions of joint productivity (i.e. C2 and C3) there is no improvement when combining them with the ordering criterion C1. Thus calculating the arithmetic mean of the degrees of autonomy does not seem to be the right way to combine criteria. We found that an optimized combination method (i.e. an oracle) could improve accuracy up to 96.72 percent with our continuum-based method of evaluation M3, as shown in the last line of Table 3.

5 Conclusion

The two AAD criteria we proposed in this paper have proved efficient and gave us a better understanding of argumenthood in Japanese.

In future work, we aim to apply our method to every type of complements to test whether our criteria can be generalized. The combination of different criteria remains to be studied, as we failed to combine our criteria to improve our results. Other distinction criteria should also be investigated. Finally, the model could be more accurate by using multiple predicate frame lexicons.
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