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Abstract 

This paper introduces our recent work on 
Chinese deep parsing based on the Head-
driven Phrase Structure Grammar (HPSG). 
We first built a Chinese HPSG Treebank 
semi-automatically from the Penn Chinese 
Treebank. Then a Chinese HPSG parser 
was trained on this treebank. This parser 
can get both the semantic analysis and syn-
tactic analysis simultaneously. 
Experimental results showed that the 
proposed parser achieved comparable 
performance on both semantic parsing and 
syntactic parsing with previous works.  

1 Introduction 

Since deep parsing offers rich information, for ex-
ample semantic roles and long-distance depend-
ency, it has become more and more important in 
lots of natural language processing applications, 
such as statistic machine translation, information 
extraction, and question answering. 

In order to fulfill deep parsing, some researchers 
paid attention to perform semantic role labeling 
(Marquez et al., 2009) after syntactic parsing. An-
other alternative is doing deep parsing based on 
lexicalized grammar theories, such as Head-driven 
Phrase Structure Grammar (HPSG) (Pollard and 
Sag, 1994), Lexical Functional Grammar (LFG) 
(Dalrymple et al., 1995), Combinatory Categorial 
Grammar (CCG) (Steedman, 2000), and Lexical-
ized Tree Adjoining Grammar (LTAG) (Donovan 
et al.,). Many researches have been done success-
fully in this way, such as the case in parsing Eng-
lish with HPSG (Miyao and Tsujii, 2008; 
Matsuzaki et al., 2007), CCG (Clark and Curran, 
2004), and LFG (Kaplan et al., 2004).   

To our current knowledge, the only previous 
work about Chinese deep parsing based on the 

lexicalized grammar theories was done by Guo et 
al. (2007). In this work, they converted the Penn 
Chinese Treebank (Xue et al., 2005) into LFG ap-
proximations through annotation rules. However, 
they did not train a deep parser based on the ob-
tained LFG resources, but relied on an external 
PCFG parser to create c-structure trees, and then 
mapped the c-structure trees into f-structures using 
their annotation rules (Guo et al., 2007).    

In this paper, we introduce our recent work on 
developing a Chinese deep parser based on lexical-
ized grammars. Since HPSG is a lexicalized 
grammar that integrates both syntactic phrase 
structure and semantic structures, we choose 
HPSG as our basic grammar theory. The proposed 
Chinese HPSG parser was trained and evaluated on 
a Chinese HPSG Treebank, which was built from 
the Penn Chinese Treebank 6.0. Experimental re-
sults showed that our proposed parser achieved 
comparable performance on both semantic parsing 
and syntactic parsing with previous works.  

2 Developing a Chinese HPSG Parser 

To develop a Chinese HPSG parser, two resources 
are necessary: a Chinese HPSG Treebank, and a 
parsing disambiguation model. 

2.1 Building a Chinese HPSG Treebank 

Yu et al. (2010) proposed creating a Chinese 
HPSG Treebank with 3 steps: (1) define a skeleton 
of the grammar, (2) convert an existing treebank 
(e.g. the Penn Chinese Treebank) into an HPSG-
style treebank, (3) automatically extract a large-
scale lexicon from the obtained HPSG treebank. 
Following this approach, we built a Chinese HPSG 
Treebank from the Penn Chinese Treebank semi-
automatically.  

This treebank is based on the Chinese HPSG 
grammar designed in (Yu et al., 2010). From the 
syntactic point-of-view, besides of keeping the 
phrase structure of the Penn Chinese Treebank, this 
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HPSG treebank records the syntactic dependency 
relations, which are transformed with head rules 
that are similar as the head rules provided by Yuan 
Ding1. As for semantics, this treebbank uses predi-
cate-argument dependency for semantic represen-
tation. 51 types of predicate-argument relations are 
defined to represent the semantic structures of 13 
classes of words. For example, ‘verb_arg12’ is a 
semantic relation defined for transitive verbs, 
which means a verb takes two argument ‘ARG1’ 
and ‘ARG2’. Figure 1 shows a reduced tree in this 
HPSG treebank. An HPSG lexicon extracted from 
this treebank is shown in Figure 2. For the details 
about how to construct this treebank, please refer 
to (Yu et al., 2010). 

 
(I read the book that he wrote.) 

Figure 1: An HPSG tree in the Chinese HPSG Treebank 

2.2 Training a Chinese HPSG Parser on the 
Treebank 

After building a Chinese HPSG Treebank, we used 
this treebank to train a Chinese HPSG parser.  

We used the feature forest model proposed by 
Miyao and Junichi (2008) as our parsing disam-
biguation model. This model is a maximum en-
tropy model defined over feature forests. It 
provides a solution to the problem of probabilistic 

                                                             
1 http://w3.msi.vxu.se/~nivre/research/chn_headrules.txt 

modeling of complex data structures. This model 
has been successfully applied to an English HPSG 
parser – Enju, and achieved good performance 
(Miyao and Junichi, 2008).  

 
Figure 2: An HPSG lexicon extracted from Figure 1 

However, one of the difficulties of doing parsing 
based on lexicalized grammars is the inefficiency 
of parsing, due to the complicated data structures 
used in the lexicalized grammars. Therefore, we 
applied a supertagging model proposed by Matsu-
zaki et al. (2007) to reduce the search space ex-
plored by the parser and furthermore increase the 
parsing efficiency. 

In short, our HPSG parser works like follows: 
(1) the supertagging model offers the best maybe-
parsable supertag (i.e. lexical template) sequence 
to the parser; (2) the feature forest model uses this 
supertag sequence to get an HPSG parser tree; (3) 
if a well-formed HPSG parse tree can be obtained, 
the parsing procedure stops; if not, continues (1) 
and (2), until a well-formed HPSG parse tree can 
be created. 

3 Evaluation Results  

3.1 Experimental Setting 

We used the Chinese HPSG Treebank converted 
from the Penn Chinese Treebank 6.0 to evaluate 
our proposed HPSG parser. We split the corpus 
into development, testing, and training data sets, 
following the recommendation from the corpus 
author. The gold-standard word boundaries and 
POS tags are applied in all the experiments. 

In order to evaluate the performance on seman-
tic parsing, we evaluated the accuracy of the predi-
cate-argument dependencies created by the parser. 
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A predicate-argument dependency is defined as 
<wp, wa, r, l>. Here, wp is the head word of the 
predicate and wa is the head word of the argument. 
r is the type of predicate-argument relation be-
tween wp and wa. l is the argment label. For exam-
ple, the sentence ‘他/he 写/writes 书/books (He 
writes books)’ has two predicate-argument de-
pendencies: 

<‘写(writes)’, ‘他(he)’, verb_arg12, ARG1> 
<‘写(writes)’, ‘书(books)’, verb_arg12, ARG2> 

We chose the 6 evaluation metrics used by Mi-
yao and Tsujii (2008) for this evaluation. LP and 
LR mean the labeled precision and recall of the 
predicate-argument dependencies. UP and UR 
mean the unlabeled precision and recall, re-
gardeless of r and l. Sem.F1 is the semantic F1-
score calculated based on LP and LR. Sentence 
acc. is the accuracy of the sentences with com-
pletely correct predicate-argument dependencies. 

Moreover, we evaluated the performance of the 
proposed parser on syntactic dependency parsing. 
The evaluation metrics we used are the common 
metrics used in CoNLL-2007 shared task (Nivre et 
al., 2007 (b)), which are labeled attachment score 
(LAS) and unlabeled attachment score (UAS).  In 
addition, we evaluate the complete sentence accu-
racy (COMP) with labeled dependencies.  

3.2 Results on Semantic Parsing 

The experimental results on both development and 
testing data are listed in Table 1. These results in-
dicated that our parser achieved good performance 
on semantic parsing, which were 77.91% Sem.F-
score on development data and 77.28% Sem.F-
score on testing data.  

Data LP LR UP UR 
Dev 78.19% 77.64% 82.68% 82.10% 
Test 76.96% 77.61% 81.27% 81.96% 
Data Sem.F1 Sentence acc. 
Dev 77.91% 23.93% 
Test 77.28% 22.80% 

Table 1: Accuracy of predicate-argument dependencies 

Since there was no benchmark data for Chinese 
deep parsing, it is difficult to compare the pro-
posed parser with the previous works. In the 
CoNLL-2009 Shared Task, they did a similar work 
as our parser, which was joint syntactic depend-
ency parsing and semantic role labeling (Hajic et 

al., 2009). They merged the Penn Chinese Tree-
bank and the Chinese Proposition Bank (Xue and 
Palmer, 2009) as training and testing data, and ap-
plied a semantic labeled F1-score (Sem.F1) to 
evaluate the performance of semantic role labeling 
(Hajic et al., 2009). However, different from using 
the gold-standard POS tags in our parser, this 
shared task used automatically assigned POS tags. 

Table 2 shows the results of the best 3 systems 
in the closed challenge of Chinese joint task (Hajic 
et al., 2009). Not like the joint syntactic and se-
mantic parsing done by our parser, all of the 3 sys-
tems applied semantic role labeling on the results 
of state-of-the-art dependency parsers.  

System Sem.F1 
Nugues 78.60% 

Meza-Ruiz 77.73% 
Zhao 77.72% 

Table 2: Results of the top 3 systems in CoNLL-2009 
Shared Task on Chinese 

Although we cannot compare our result with the 
results listed in Table 2 directly because of the dif-
ferent data sets, we can still say that our proposed 
parser achieved comparable performance to the 
previous works on semantic parsing.  

3.3 Results on Syntactic Parsing 

As mentioned in Section 1, our parser is a joint 
model that can do both syntactic and semantic 
parsing. Therefore, in order to verify the perform-
ance of our parser on syntactic parsing, we com-
pared the labeled and unlabeled dependency 
relations created by our parser to that from two 
representative dependency parsers: MaltParser 
(Nivre et al., 2007 (a)) and MstParser (McDonald 
et al., 2006).  

System LAS UAS COMP 
Malt 85.22% 85.62% 34.51% 

MST (1st order) 86.68% 87.04% 29.54% 
MST (2nd order) 88.26% 88.68% 35.70% 

Proposed 86.70% 88.28% 34.67% 

Table 3: Accuracy of dependency parsing (dev. data)  

System LAS UAS COMP 
Malt 85.75% 86.13% 34.42% 

MST (1st order) 86.90% 87.37% 31.61% 
MST (2nd order) 88.56% 89.03% 37.28% 

Proposed 84.79% 86.31% 34.53% 

Table 4: Accuracy of dependency parsing (testing data) 
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We convert the phrase structure of the Chinese 
HPSG Treebank into dependency structure using 
the head rules used in Section 2.1. Then, we split 
the data with the same partition as mentioned in 
Section 3.1. Table 3 and Table 4 show the com-
parison results on both development data and test-
ing data.  These results indicated that, our parser 
achieved similar accuracy compared with the 
MaltParser and the MstParser with 1st order model, 
but got worse performance than the MstParser with 
2nd order model. A possible reason is the short of 
the second order features in our parsing model. We 
will consider about enriching these types of fea-
tures in the future work.  

4 Conclusion and Future Work  

In this paper, we introduced our work on Chinese 
deep parsing. For the first time, we proposed a 
Chinese deep parser based on a lexicalized gram-
mar theory – HPSG. The experimental results on a 
Chinese HPSG Treebank converted from the Penn 
Chinese Treebank 6.0 showed that our proposed 
parser achieved comparable results to previous 
works on both semantic parsing and syntactic pars-
ing.  

There are several future works under considera-
tion, including further improving the design of 
Chinese HPSG grammar for noun definition and 
relative clause analysis to relieve the disambigua-
tion burden of parsing, improving the supertagging 
model, and employing the second-order features in 
the parsing disambiguation model.  
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