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Abstract

Analyzing a logical structure of a sentence
is important for understanding natural lan-
guage. In this paper, we present a task of
Recognition of Requisite Part and Effectu-
ation Part in Law Sentences, or RRE task
for short, which is studied in the research
of legal engineering. The goal of this task
is to recognize the structure of a law sen-
tence. We investigate RRE task in both
aspects: linguistic features and problem
modeling. We also propose solutions and
present experimental results on a Japanese
legal text domain. Our model achieved
88.58% in Fβ=1 score on the Japanese Na-
tional Pension Law corpus.

1 Introduction

Legal texts have some specific characteristics that
make them different from other daily-used docu-
ments. One of the most important characteristics
of legal texts is that law sentences have some spe-
cific structures. In most cases, a law sentence can
roughly be divided into two parts: a requisite part
and an effectuation part. It may also contain some
other parts such as subject parts, which describe
objects in the law sentence (Nakamura et al, 2007;
Tanaka et al, 1993).

Analyzing the logical structure of law sentences
is an important task to understand the meaning of
legal documents. This task is the preliminary step
which supports other problems in automatic le-
gal text processing such as translating a legal sen-
tence into a logical form, legal text summarization,
question answering in legal domains, etc (Naka-
mura et al, 2007).

In this paper, we present a task of Recognition
of Requisite Part and Effectuation Part in Law
Sentences - RRE task. We show how to model
RRE task as a sequence learning problem. We de-

scribe an investigation into RRE task in some as-
pects: linguistic features, problem modeling, and
tag settings. We present a discriminative rerank-
ing model for RRE task using the perceptron algo-
rithm (Collins, ; Freund et al, 1999). We also
show experimental results on the Japanese Na-
tional Pension Law corpus. Our model achieved
88.58% in Fβ=1 score.

The remains of this paper are organized as fol-
lows. First, Section 2 presents how to model RRE
task as a sequence labeling problem and show
experimental results about the effect of features
on the task. Next, we describe another setting
for RRE task basing on bunsetsu in Section 3.
Then, Section 4 presents a discriminative rerank-
ing model for RRE task. Finally, discussion is pre-
sented in Section 5.

2 RRE as a Sequence Learning Problem

2.1 Problem Setting

We model RRE task as a sequence labeling task in
which each sentence is a sequence of words. Fig-
ure 1 illustrates an example in the IOB notation
(Ludtke et al, 2003).

Figure 1: A law sentence in the IOB notation.

In RRE task, we consider two types of law
sentences: implication type and equivalence type.
Each type of sentences has some kinds of parts:
R,E,S1,S2, and S3 in implication type; EL and
ER in equivalence type. Totally, we have 7 kinds
of parts.
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2.2 Feature Investigation

2.2.1 Corpus

The Japanese National Pension Law corpus in-
cludes 764 annotated Japanese law sentences. 1

We have some remarks. First, about 98.5% sen-
tences belong to the implication type, and only
1.5% sentences belong to the equivalence type.
Second, about 83.5% subject parts are S2, 15.2%
subject parts are S3, and only 1.3% subject parts
are S1. Finally, four main types of parts E, R, S2,
and S3 make up more than 98.3%.

2.2.2 Evaluation Method and Baseline Model

We divided the annotated corpus into 10 sets and
did 10-fold cross-validation tests. The results were
evaluated using Fβ=1 score.

We designed five sets of features (based on
CaboCha tool (Kudo, )). Each of these fea-
ture sets contains one kind of feature. With each
kind of feature, we got unigram, bigram, and tri-
gram features in a window size 2. All experi-
ments were conducted using Conditional random
fields, a powerful model for sequence labeling
tasks (Kudo, ; Lafferty et al, 2001).

We considered the model using only word fea-
tures as the baseline model. The results of the
baseline model are shown in Table 1.

Table 1: Results of the baseline model
Tag Precision(%) Recall(%) Fβ=1(%)
E 90.25 91.95 91.09

EL 0.00 0.00 0.00

ER 0.00 0.00 0.00

R 89.29 85.55 87.38

S1 100.00 22.22 36.36

S2 85.02 89.86 87.37

S3 60.00 38.24 46.71

Overall 87.27 85.50 86.38

2.2.3 Experimental Results on Feature Sets

In order to investigate the effect of each type of
feature on the task, we respectively conducted ex-
periments on four other feature sets combining
with the word features. The experimental results
are shown in Table 2. Only the model 3 with word
and pos features made an improvement of 0.28%
comparing with the baseline model.

1The corpus consists of mainly the first sentence of each
article.

2.3 RRE Using Head Words and Functional
Words

2.3.1 Basic Idea
Our idea is that: 1) first, we reduce an original
sentence to a reduction sentence which contains
only head words and functional words of all the
bunsetsu (Murata et al, 2000) in the original sen-
tence; 2) then we do the recognition task on the
new reduction sentence. We illustrate this process
in Figure 2.

Figure 2: Sentence reduction.

2.3.2 Experimental Results
Experimental results on new reduction sentences
are described in Table 3. In HFW model we only
use head and functional words while in HFWP
model we add their POS tags. Note that in both
models, in addition to head and functional words,
we remain punctuations, which are important sig-
nals in a sentence.

Table 3: Experiments on reduction sentences
Model Precision(%) Recall(%) Fβ=1(%)

Baseline 87.27 85.50 86.38

HFW 88.09 86.30 87.19(+0.81)
HFWP 87.74 86.52 87.12(+0.74)

Experimental results showed that using reduc-
tion sentences is better than using full sentences. It
demonstrates the important role of head and func-
tional words in RRE task. HFW model improves
0.81% in Fβ=1 score (5.9% in error rate) compar-
ing with the baseline model.

3 RRE Basing on Bunsetsu

3.1 Basic Idea

Our idea is that instead of considering elements as
words we will consider elements as bunsetsu. By
doing this, we can reduce the length of sequences
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Table 2: Experiments with feature sets
Model Feature Sets Precision(%) Recall(%) Fβ=1(%)

Model1(Baseline) Word 87.27 85.50 86.38

Model2 Word + Katakana, Stem 87.02 85.39 86.20(-0.18)

Model3 Word + POS 87.68 85.66 86.66(+0.28)
Model4 Word + Bunsetsu 86.15 84.86 85.50(-0.88)

Model5 Word + NE 87.22 85.45 86.32(-0.06)

significantly. The process of getting new setting
from the previous one is illustrated in Figure 3.

Figure 3: New setting for RRE task.

3.2 Experiments on Bunsetsu Setting
We use features about head words, functional
words, punctuations, and co-occurrence of head
words and functional words in a window size 1.
Experimental results on new setting are shown in
Table 4, in which BC model (Based on Chunks
model) is the model in new setting (based on bun-
setsu). The results show that modeling sequences
basing on bunsetsu is suitable for RRE task.

Table 4: Experiments on new setting
Model Precision(%) Recall(%) Fβ=1(%)

Baseline 87.27 85.50 86.38

HFW 88.09 86.30 87.19(+0.81)

BC(Bunsetsu) 88.75 86.52 87.62(+1.24)

BC model improves 1.24% in Fβ=1 score (9.1%
in error rate) comparing with the baseline model.

3.3 Experiments with Different Tag Settings
To investigate RRE task in different tag settings,
we conducted experiments with BC model using
four kinds of tag settings (Ludtke et al, 2003). In
all experiments below (see Table 5) we consider
an element of a sequence is a bunsetsu (except for
the baseline model) and used the same feature set
(see Section 3.2).

The best tag setting is IOE (it improves 1.80%
in Fβ=1 score, 13.2% in error rate comparing with
the baseline model).

Table 5: Experiments on four tag settings
Model Precision(%) Recall(%) Fβ=1(%)

Baseline 87.27 85.50 86.38

BC-IOB 88.75 86.52 87.62(+1.24)

BC-IOE 89.35 87.05 88.18(+1.80)
BC-FILC 88.75 86.09 87.40(+1.02)

BC-FIL 88.87 86.30 87.57(+1.19)

4 A Reranking Model for RRE

4.1 Discriminative Reranking with Linear
Models

In reranking approach (Collins et al, 2005;
Collins, ), first, a set of candidates is generated us-
ing a component GEN. GEN can be any model for
the task. For example, in POS tagging problem,
GEN may be a model that generates all possible
POS tags for a word basing on a dictionary. Then,
candidates are reranked using a linear score func-
tion:

score(y) = Φ(y) · W (1)

where y is a candidate, Φ(y) is the feature vector
of candidate y, and W is a parameter vector. The
output of reranking model will be the candidate
with the highest score:

F (x) = argmaxy∈GEN(x)Φ(y) · W. (2)

4.2 Feature Representation
From a candidate, we first extracted a tag sequence
and a part sequence. Tag sequence is the output
of the candidate after removing the second tag if
there are two adjacent same tags. For a candidate,
we extracted following features: probability of the
candidate outputted by GEN, unigram, bigram, tri-
gram, and number of parts in the candidate.

4.3 Experiments
The architecture of our reranking model for RRE
task is illustrated in Figure 4. First, the annotated
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Table 6: Comparision between BC-IOE model and reranking model

Tag Number
BC-IOE model Reranking model

Precision(%) Recall(%) Fβ=1 Precision(%) Recall(%) Fβ=1

E 745 90.99 92.21 91.60 91.50 92.48 91.99(+0.39)
EL 11 0.00 0.00 0.00 0.00 0.00 0.00

ER 11 0.00 0.00 0.00 0.00 0.00 0.00

R 429 91.87 86.95 89.34 91.28 87.88 89.55(+0.21)
S1 9 100.00 22.22 36.36 100.00 22.22 36.36

S2 562 86.66 91.28 88.91 87.90 91.81 89.82(+0.91)
S3 102 78.79 50.98 61.90 74.67 54.90 63.28(+1.38)

Overall 1869 89.35 87.05 88.18 89.42 87.75 88.58(+0.40)

corpus was divided into three parts: training set
(80%), development set (10%), and test set (10%).
The training set was used for training a BC-IOE
model. Then, this model was tested on the de-
velopment set to learn a parameter vector using
the Perceptron algorithm (Collins, ; Freund et al,
1999). We also trained another BC-IOE model
(using both the training set and the development
set), and used this model as the GEN component
of the reranking model. With each sample, we got
20-best outputs as candidates.

Figure 4: Reranking model.

Experimental results are shown in Table 6, in
which iteration number is set to 10. The rerank-
ing model improves 0.40% in Fβ=1 score (3.4%
in error rate) comparing with the best model be-
fore (BC-IOE), and 2.2% in Fβ=1 score (15.9% in
error rate) comparing with the baseline model.

5 Discussion

We described a study on RRE task in some as-
pects: linguistic features, problem modeling, and
tag settings. We also presented a discriminative
reranking model for RRE task using the Percep-
tron algorithm. Because our corpus is quite small,
the results of some parts were not good especially
the results of equivalence sentences. In the future,
we will investigate RRE task more deeply on a

bigger corpus.
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