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1 Introduction

The ALEPH machine translation system (Lep-

age and Denoual, 2005) is an example-based
machine translation system that strictly does
not make any use of variables, templates or pat-
terns, does not have any explicit transfer com-
ponent, and does not require any training or
preprocessing of the aligned examples, a knowl-
edge that is, of course, indispensable. Its char-
acteristic is that it relies solely on the use of
a linguistically justified operation, proportional
analogy.

2 Comparison with other systems

We assessed the ALEPH system using the
IWSLT 2004 tasks in both Japanese-English
and Chinese-English directions. As we used a
bicorpus of 160,000 examples (the C-STAR Ba-
sic Traveler’s Expressions Corpus or C-STAR
BTEC (Takezawa et al., 2002)) our results
should be compared with those of the Unre-

stricted Data track reported in the proceedings
of the evaluation workshop (Akiba et al., 2004).

In this track, no restrictions were imposed on
linguistic resources. As for tools, the ALEPH
system did not make any use of any NLP tool
such as a tagger or the like to preprocess the
data. In particular, we chose to place ourselves
in the condition of standard natural Japanese
and Chinese texts (in which no segmentation
appears), so that we had to delete segmenta-
tion in the provided test sets! This clearly de-
monstrates that segmentation is not a necessity
to perform a translation task from Japanese or
Chinese. As for data, no dictionary was used.
The C-STAR corpus of around 160K aligned
sentences was used for both language pairs. We
refer to this as our ‘training data’, although
there is absolutely no training phase within the
ALEPH framework.

In addition to the previous conditions, and in
order to avoid the fact that some sentences in
the test data may be included in the ‘training
data,’ we assessed the ALEPH system in two
configurations: standard and open. The differ-
ence between the two is that, in the latter, any
sentence from the test set was removed from the
‘training data,’ if found there.

Some examples of Japanese-English transla-
tions are given below. The numbers on the left
of a translation candidate are the frequencies
with which it has been output. We assumed
that the most frequent candidate should be the
most reliable one, so that the evaluation was
performed on the first candidates only.
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27634 Can I have a table?
27634 Can we have a table?
27628 Do you have any seats?
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2 Give me a refill for a lighter, please.
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11 Here’s where I would like to go.
2 This is where I want to go to.
2 This is where I want to go.

Tables 1 and 2 summarize the evaluation re-
sults obtained with the objective criteria used
in this evaluation campaign. The results for
other systems were copied from (Akiba et al.,
2004, p. 11). The ALEPH system achieves
second place in Chinese-English, and third
place in Japanese-English. A standout point
is the achievement in BLEU: a close second for
Chinese-English (0.522, first at 0.524), and the
best one for Japanese-English (0.634). Unfor-
tunately, we are not in a position to reproduce



the subjective evaluation for the translation re-
sults output by the ALEPH system. It must
be stressed again that the above results were
obtained without any training performed in ad-
vance on the data, and that no tuning whatso-
ever of the system towards the ‘training data’
was performed.

3 Comparison for different language
pairs

The 2006 IWSLT campaign offered a number
of language pairs, with the possibility of using
a multilingual corpus, where the amount and
meaning of sentences are identical. We chose to
participate in all C-STAR data tracks with ex-
actly the same core engines in order to be able
to compare the results obtained on different lan-
guage pairs provided the evaluation procedure
was also the same. Our goal was to learn some
lessons on the difficulty of translating some lan-
guage pairs relatively to others with our pro-
posed method. As one configuration only was
allowed, we chose to use the open configuration
of the ALEPH system because it seemed the
most honest attitude to inspect the potential-
ities of our method: whenever an input sen-
tence was recognised as belonging to the train-
ing data, we excluded it from the database of
translation pairs and tried to translate it anew.
To do so seriously handicapped us, because such
cases did actually occur. On 506 sentences to
translate, 90 did in fact belong to the training
set (and even to the supplied data of 20,000
sentences)! In an example-based system, by
essence, such expressions should be translated
by a mere memory access.

Again as far as data are concerned, we lim-
ited ourselves to the use of the core 160,000 C-
STAR translation pairs. However, this was not
possible for the Arabic-English track where only
20,000 translation pairs were supplied. Conse-
quently, a comparison of the Arabic-English re-
sults with other language pairs is not possible.

The results obtained are shown in Table 3.
Again for all language pairs, no tool of any sort
was used, which means that prior to translation,
no segmentation or tagging whatsoever was per-
formed. No dictionary was added to the corpus
of example sentences. In fact, the results of the
ALEPH system should be considered as a sort
of baseline for all these language pairs in the

C-STAR tracks.

We have already said that because we used
only 20,000 translation pairs in Arabic-English,
we are not able to compare with other lan-
guage pairs. We face another problem with the
English-Chinese language pair: although the
amount of data was 160,000 translation pairs
as for other language pairs, evaluation was per-
formed with only one reference whereas 16 ref-
erences were used in all other pairs. It is well
known that the number of references used enor-
mously influences the scores in objective evalua-
tion measures. This prevents us from comparing
the results.

To summarise, we are only able to con-
duct a comparison between the following lan-
guage pairs: Korean-English, Chinese-English
and Japanese-English. The scores obtained in
these three language pairs may be compared
because the amount of linguistic data used as
examples does not change. Only the source
language changes while the target language re-
mains English in all cases with the very same ex-
amples. The results in all three main evaluation
scores (mWER, BLEU and NIST) show that the
performance of the ALEPH system is lower for
Korean-English whereas the best performance is
achieved in Japanese-English, Chinese-English
being in the middle.

In both the IWSLT2004 and the IWSLT2005
tasks, the ALEPH system’s scores in BLEU and
NIST are lower in the Chinese-English track
than in the Japanese-English track, an obser-
vation which seem to hold true for the other
competing systems. One could possibly infer
that the Chinese data allow for less commuta-
tions than the Japanese data.

In the case of the Korean language, an issue
is that of encoding. The hangul writing sys-
tem uses one character to represent a syllable
of the type CVC. Morphological commutations
may take place whithin such a sequence. Rel-
evant commutations should logically be sought
at a scale lower than that of characters whereas
we had the ALEPH system working on the char-
acter level.

A more general interpretation of the results
is that, in the view of our approach, the scores
obtained by the ALEPH system may well be
interpreted as a measure of the ‘systematicity’
of the data contained in the linguistic resources



used. In this view, our scores are consistent
with the fact that the C-STAR BTEC is usually
believed to be internally more homogeneous in
Japanese than in Chinese, which is in turn usu-
ally believed to be more homogeneous than in
Korean. This impression is confirmed by statis-
tics that gives the number of formal analogies
present in each language part of the C-STAR
BTEC. According to these statistics, Chinese
exhibits less analogies than Japanese. In Ko-
rean, the number of sentences involved in at
least one analogy is nearly half the number of
sentences involved in other languages, which im-
plies a much lower number of analogies in com-
parison with the other languages: roughly one
eighth in average. There may be several reasons
for this. Firstly, the Korean data may not be
so homogenous and consistent as for the other
languages as they seem to have been produced
by different people using quite different levels
of language for similar situations. Secondly, as
we said above, our method may miss commu-
tations in Korean by relying on the character
unit. Thirdly, and in accordance with the pre-
vious point, Korean is known to be much richer
morphologically than Japanese or English (not
to mention Chinese!) so that much more tex-
tual data should be logically needed to reflect
the same amount of commutations in meaning.

4 N-Best list

The ALEPH system delivers a list of transla-
tion candidates that are ordered according to
the number of times each candidate has been
produced, i.e., their frequency of output. As we
said above, in the previous evaluation settings,
we used only the candidate with the highest fre-
quency of output for each sentence to translate.
In a new experiment, we inspected the gain ob-
tained when choosing among different transla-
tion candidates. The data we used in this exper-
iment were, for each sentence to be translated,
the N -best list of candidates with N = 3 for the
IWSLT 2005 JE C-STAR track.

Let us consider one of the objective measures,
say mWER. For each test sentence, we evalu-
ated the mWER score of each of its 3 possible
translations and selected the one which delivers
the best score. We then gathered these sen-
tences to form a new set of 506 test translations
that we evaluated according to all possible ob-

jective measures.
We performed the same for the two other

measures BLEU and NIST, that are usually
considered to reflect fluency and adequacy re-
spectively. The results are shown in Table 4.

These results show that an amelioration of
7% in BLEU, 9% in NIST and 10% in mWER
is obtained when we choose the best candidate
in the N-best list of translation candidates.

5 Conclusion

We have shown that the use of a specific op-
eration, namely proportional analogy, leads to
reasonable results in machine translation with-
out any preprocessing of the data whatsoever,
an advantage over techniques requiring inten-
sive preprocessing.

It is the use of an operation that suits by
essence the specific nature of linguistic data,
i.e., their capacity of commutation on the
paradigmatic and syntagmatic axes, that al-
lowed us to dispense with any preprocessing of
the data whatsoever.
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Table 1: Scores for the IWSLT 2004 Chinese-to-English Unrestricted Data track: no restriction on
linguistic resources.

mWER mPER BLEU NIST GTM

sISL-S 0.379 0.319 0.524 9.56 0.748
eALEPH standard 0.434 0.400 0.522 8.42 0.687
eALEPH open 0.437 0.404 0.512 8.24 0.682
sIRST 0.457 0.393 0.440 7.24 0.671
sIBM 0.525 0.442 0.350 7.36 0.684
hISL-E 0.531 0.427 0.275 7.50 0.666
sISI 0.573 0.499 0.243 5.42 0.602
hNLPR 0.578 0.531 0.311 5.92 0.563
eHIT 0.594 0.487 0.243 6.13 0.611
rCLIPS 0.658 0.542 0.162 6.00 0.584
eICT 0.846 0.765 0.079 3.64 0.386

Table 2: Scores for the IWSLT 2004 Japanese-to-English Unrestricted Data track: no restriction
on linguistic resources.

mWER mPER BLEU NIST GTM

hATR-H 0.263 0.233 0.630 10.72 0.796
sRWTH 0.305 0.249 0.619 11.25 0.824
eALEPH standard 0.324 0.300 0.634 9.19 0.731
eALEPH open 0.437 0.403 0.534 8.97 0.697
eUTokyo 0.485 0.420 0.397 7.88 0.672
rCLIPS 0.730 0.597 0.132 5.64 0.568

Table 3: Scores for all IWSLT 2005 C-STAR tracks.

mWER mPER BLEU NIST GTM Remarks

English-Chinese 0.798 0.746 0.098 3.029 0.363 1 reference

Arabic-English 0.527 0.497 0.382 6.22 0.481 20,000 pairs

Korean-English 0.530 0.486 0.412 7.12 0.446

Chinese-English 0.454 0.418 0.477 7.85 0.553

Japanese-English 0.361 0.323 0.593 9.82 0.607

Table 4: Scores for the IWSLT 2005 JE C-STAR track with an oracle on 3-best candidates list.

mWER mPER BLEU NIST GTM METEOR

IWSLT 2005 results 0.361 0.323 0.593 9.82 0.607 0.720
best mWER 0.325 0.300 0.634 9.86 0.620 0.734
best BLEU 0.343 0.311 0.638 10.34 0.617 0.732
best NIST 0.349 0.315 0.627 10.50 0.610 0.727


